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Preface

Data mining and knowledge discovery are buzzwords for data analysis and processing in both theoretical and applied computer science today. New methods and algorithms are sought to help cope with the ever-growing amount of data produced by modern society. This thesis contributes to these fields by cultivating a particular data mining and data analysis method, called Formal Concept Analysis (FCA). FCA is a modern and intensively studied method for mining and analysis of object-attribute relational data with strong mathematical foundations. Since its start in the 1980s it enjoys an increasing interest and becomes increasingly popular in more and more scientific communities of mathematicians, computer scientists, engineers, and experts from various fields. During its development, FCA has been applied in many different fields of both computer and non-computer science areas.

The thesis summarizes and further comments on selected results of research in the algorithms and applications of FCA conducted by the author at the Department of Computer Science, Palacký University Olomouc, during the years 2007–2012, with remarks to further results from years 2013–2014. In the first years, the research was focused on the topic of applying FCA in classification of data with the aim at developing a decision tree induction method based on FCA. Then, due to a growing need that appeared in several related problem areas, the focus moved to the development of efficient algorithms for computing formal concepts—the basic units of data studied in FCA—which could be effectively used in applications of FCA, most eminently in data mining. In the last years and present the focus of the research has been on applying FCA for preprocessing of data for other data mining and machine learning methods. The aim was to use Boolean matrix factorization, performed via the structures of FCA, as a method for solving the feature extraction problem.

The thesis is composed of a compact introduction to FCA and a collection of papers with commented summaries of results. The collection consists of 4 impacted journal papers and 6 peer-reviewed papers published in proceedings of international conferences. The contribution of the author of this thesis in all of the papers is at least proportional to the number of (co-)authors,
in 4 papers more than proportional and of 3 papers he is the only author. The summaries, for the sake of consistency and self-containedness and also to better show the relationships between the topics, contain also (shortened) descriptions of the algorithms and methods developed in the respective papers. This includes also pseudocodes, illustrative examples, and sample results from experimental evaluations.
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Chapter 1

Introduction

A huge amount of knowledge is stored in the currently available data. Typically, the data is hardly usable “as it is”. Therefore people try to find ways to discover and extract the essential and most interesting bits of the knowledge hidden in the data, in forms of relatively small and well-interpretable structures or patterns which would be easier to use. This is a challenging goal. Computer methods for retrieving such structures are commonly referred to as methods of data mining or knowledge discovery, and methods for further transforming and analysis of the structures for further use then as methods of data analysis. The intended purpose of the structures is to represent well the extracted knowledge for their usage by people. Since people reason about things naturally in terms of concepts, a challenging goal is to find an operational abstract notion of concept that naturally “exists in” or is supported by the data. A formalization of concept formation is a basic issue in several areas of science, e.g. psychology, sociology, cognitive sciences, etc.

The approaches to concept formation vary. The objects, which in the end fall under a concept, can be grouped based on a defined similarity between them. Such approach is utilized by classical clustering techniques [44, 96]. A different approach, used beside other methods by formal concept analysis, is to define concepts by means of sharing attributes.

**Formal Concept Analysis** (shortly FCA), as a method of data mining and data analysis, has been initiated by Rudolf Wille at TU Darmstadt in the early 1980s, as part of his program of restructuring lattice theory [136]. The method is based on the interpretation of concepts inspired by a traditional understanding of concept which goes back to traditional Port-Royal logic [38, 67, 68]. According to Port-Royal, a concept has two parts—its extent and intent. The extent is a collection of objects which fall under the concept while the intent is a collection of attributes covered by the concept. For instance, the extent of the concept “bird” is the collection of all birds (as objects) while its intent consists of all properties (as attributes) of birds like “flies”, “has feathers”, etc. FCA formalizes the notion of concept by
the notion of a *formal concept*. A formal concept, in terms of FCA, is an (ordered) pair of two collections (sets)—the collection of objects and the collection of attributes, having the crucial (defining) property that the collection of objects is the collection of all objects sharing all attributes from the collection of attributes and, conversely, the collection of attributes is the collection of all attributes shared by all objects from the collection of objects.

Formal concepts introduced above are extracted from data which describe objects by their attributes, i.e. form the so-called object-attribute relational data. The collection of all formal concepts extracted from the data is the basic output of FCA. The data comes usually in tabular form of a two-dimensional data table in which rows correspond to objects and columns correspond to attributes. Note that such form of data is a fundamental one in data mining and data analysis and is also the basic one for relational databases. In basic setting of FCA, a table entry for a particular object and a particular attribute indicates the presence/absence of the attribute for the object, i.e. the fact that the object “has” the attribute in the relation of “having” between objects and attributes. The presence is usually denoted by × (cross) or 1 in the table entry, the absence by an empty entry or 0. An illustration of an input data table for FCA is depicted in Figure 1.1 (left).

Because of the two possible “values” of an attribute for each object, the attributes are termed bivalent or binary attributes. More general attributes, like categorical (nominal), ordinal, or numerical, are in FCA handled by so-called conceptual scaling. This provides a particular transformation of a data table with general attributes to a data table with binary attributes which, in a certain sense, respects the original meaning of the attributes. We refer to [51] for details. For graded (or fuzzy, as commonly called) attributes several generalizations of (the ordinary) FCA to FCA with graded (fuzzy) attributes (sometimes misleadingly called “fuzzy FCA”) have been proposed [11, 17, 21, 23, 33, 78, 117, 139], see [12, 30] for an overview. However, the most appealing seems to be the approach proposed independently by Pollandt [117] and Belohlavek [9] which uses residuated scales of grades [53, 58].

Some concepts are more general than others in that they apply to more objects and cover less attributes. For instance, the concept “mammal” is more general than the concept “dog” which is more specific. Similarly for the concepts “dog” and “labrador retriever”. This subconcept-superconcept hierarchy, studied already by Port-Royal, represents the specificity-generality relationship and plays a fundamental role in FCA. The collection of all formal concepts extracted from data together with the subconcept-superconcept hierarchy is called the concept lattice of the data. A concept lattice is the basic output of FCA for its applications. Concept lattices are usually depicted by labeled line diagrams (Hasse diagrams). For illustration, the concept lattice of the data table from Figure 1.1 (left) is depicted in Figure 1.1 (right).
Figure 1.1: Object-attribute data table (left) and corresponding concept lattice (right).

Note that the other output of FCA derived from the data is a non-redundant base of particular attribute dependencies called attribute implications. The implications are, however, not considered in this thesis hence not further discussed.

FCA has been, right since its start in 1980s, applied in various fields of computer and non-computer sciences. Let us name just a few most-known applications: classification [34, 47, 82, 92], database and information (catalog) systems [18, 37, 39, 42, 46, 97, 127], information retrieval (including web retrieval) [35, 66, 69, 86, 119], software engineering [2, 41, 52, 124, 125, 131] or psychology [25, 26] and sociology [22, 24, 140]. [35, 116] provide further references and surveys. Important source of applications comes also from within the data mining area itself (where attributes are usually called items and intents of formal concepts are known as closed itemsets). Formal concepts here appear as particular rectangular patterns in the data table, see Section 1.1, where they play a crucial role and have a clear, direct interpretation. In several data mining disciplines, FCA is used for preprocessing the data, where the extracted formal concepts are not used directly (by users), instead they are used as input for other data mining methods. For instance, in [141] it has been shown that formal concepts can be used to find (non-redundant) association rules [1, 91, 113, 134] (intents of formal concepts with additional constraint on the number of objects are identified with the so-called frequent closed itemsets) or, by [29], formal concepts can be used to find good sub-optimal solutions for Boolean Matrix Factorization [65] and Discrete Basis [95] problems (formal concepts represent factors).

Summed up, formal concept analysis, or the theory of concept lattices, as it is sometimes referred to, is a well established and elaborated data mining and data analysis method nowadays. Results on FCA and concept lattices are being reported in premier conferences and journals on data mining and data analysis. Its strong theoretical foundations, developed at TU Darmstadt and TU Dresden during the 1980s and start of 1990s, are summarized in [51] which is a basic (and extensive) source for FCA. Some algorithms for
computing formal concepts, concept lattices and a base of attribute implications from input data table, as well as a survey of applications, particularly in information retrieval area, can be found in [35], another well-know book on FCA and concept lattices. A good starting point to obtain information on FCA is the “FCA Homepage” web page [118]. A brief formal introduction to FCA theory is given in Section 1.1.

Outline of the thesis

The thesis consists of two main parts, commenting upon and summarizing the research of the author on computing formal concepts and two applications of formal concepts.

The task to compute the collection of all formal concepts in the input object-attribute relational data is a basic task in FCA which appears in virtually every of its applications. Extracting formal concepts from the data is therefore a crucial problem. In the history of FCA, and even before, quite many algorithms for this task have been developed. The NextClosure algorithm [51] is one of the simplest and is being used in comparisons as well as in introductory texts. The existing algorithms have recently became subject of criticism because they were basically developed for middle-size data (thousands of objects and about a hundred of attributes). With growing size of data, the performance is not satisfactory. This is often caused by non-efficient existing implementations of the algorithms, usually as proof-of-correctness version by their author(s) only. Another challenging problem in FCA is how to deal with large-scale data (nowadays often termed “big data”). The problem has become more important as FCA is becoming increasingly popular in the data mining community.

Our results in algorithms for computing formal concepts are the content of Chapter 2. We start with the base algorithm upon which all further described algorithms are based. Then we describe a parallel version of it and an enhancement which significantly improves the performance of the base algorithm. Then we show that the performance can be further increased by preprocessing the input data prior to actual computation of formal concepts. Finally, extending this idea, we come up with an algorithm with completely novel approach which further reduces the amount of redundant formal concept computation. Last but not least, we pay attention to implementation issues (regarding data representation) which are so scarcely discussed in the existing papers but have a considerable final impact on the real performance of the algorithms.

The second part of the thesis, Chapter 3, is devoted to applying formal concepts. We present two applications. The first one is in the the area of classification of data. The usefulness of using FCA (and concept lattices) in classification has been recognized by several authors [45, 47, 56, 82], under
the names of lattice-based or concept-based learning. FCA is used to create various classification models or to preprocess input data for classification models. We present a novel decision tree induction method which is based on a straightforward idea of utilizing formal concepts of input data as nodes of the decision tree constructed from the data. In contrast to other approaches in the literature based on this idea, in our approach we utilize the closure properties of formal concepts and the subconcept-superconcept hierarchy of the concepts directly in the process of construction of the decision tree, as opposed to as a preprocessing step or a basis for a new machine learning method. To compute the formal concepts the (modified) algorithms from the first part of the thesis can be used. An experimental evaluation indicates good classification performance, in comparison to standard decision tree induction and other classification methods.

The second presented application of formal concepts is in preprocessing of data before the data is input to other data analysis technique. Usage of FCA as a data preprocessing technique is often proposed in the literature [97, 133]. We present a novel method to utilize formal concepts for feature extraction (creating new attributes). The method is based on the recently proposed Boolean matrix factorization (BMF) method based on utilizing formal concepts as factors [29]. The factors constitute new attributes. Such usage of FCA has not yet been reported in the literature. The usefulness of this method is demonstrated and evaluated again in the classification problem. We demonstrate that the preprocessed data are better classified than the original data. To compute the formal concepts which are used to create new attributes (factors) we use a BMF algorithm that takes advantages (regarding performance) of the algorithms described in the first part of the thesis.

List of papers

The summary descriptions of the algorithms and methods in Chapters 2 and 3 are based on the following papers (sorted by topic and within a topic chronologically). For each paper in the list, numbers of citations (without self-citations by any of co-authors) as of July 2015 and a contribution of the author of this thesis to the paper are specified. In all cases the author contributed to all activities during papers preparation. The papers are cited in appropriate places in Chapters 2 and 3.
Citations (without self-citations): 1 Scopus, 40 total
The author’s contribution: 40% – idea, algorithm, implementation, writing.
Base for Sections 2.2.1 and 2.2.2

DOI 10.1007/s10472-010-9199-5
IF: 0.430, citations (without self-citations): 3 WoS, 7 Scopus, 13 total
Full version of paper [73].
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Citations (without self-citations): 21 total
The author’s contribution: 33% – algorithms, ideas, implementations, experiments, writing.
Base for Sections 2.2.3 and 2.3.2
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IF: 3.643, citations (without self-citations): 7 WoS, 10 Scopus, 14 total
Full version of part of paper [71].
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Base for Sections 2.2.1 and 2.2.3
IF: 0.399, citations (without self-citations): 2 WoS, 2 Scopus, 2 total
The author’s contribution: 33% – idea, algorithm, implementation, writing.
Base for Sections 2.3.2 and 2.4

Citations (without self-citations): 1 total
The author’s contribution: 75% – idea, algorithm, implementation, experiments, most of writing.
Base for Section 3.1

Citations (without self-citations): 0 total
The author’s contribution: 100%.
Base for Section 3.1

IF: 0.611, citations (without self-citations): 9 WoS, 14 Scopus, 19 total
Full version of paper [13].
The author’s contribution: 65% – idea, algorithm, implementation, experiments, most of writing.
Base for Section 3.1

Citations (without self-citations): 4 total
The author’s contribution: 100%.
Base for Section 3.2


Citations (without self-citations): 7 Scopus, 11 total
The author’s contribution: 100%.
Base for Section 3.2

Other selected papers of the author

The following are further selected papers of the author related to topics of the thesis. A short characteristics is given for both papers.

IF: 2.695, citations (without self-citations): 19 WoS, 31 Scopus, 34 total
– An extension of the Lindig’s NextNeighbor/UpperNeighbor algorithm [87] to compute the lattice of all fixpoints of a closure operator, in particular the concept lattice of object-attribute data, from the setting of Boolean attributes to graded (fuzzy) attributes [9] [10].

IF: 1.185, citations (without self-citations): 9 WoS, 14 Scopus, 22 total
– Fuzzy concept lattice factorization by similarity relation directly from input data with graded (fuzzy) attributes (without the need to compute the whole concept lattice) in the approach of FCA with graded (fuzzy) attributes [9] [10].
1.1 Preliminaries in formal concept analysis

Before going to the main parts of the thesis, let us first summarize formally the basic notions of formal concept analysis (FCA) which were used informally in the introduction. We assume here basic knowledge of some notions from algebra (binary relations, partial orders, complete lattices, Hasse diagrams).

An object-attribute data table can be identified with a triplet $\langle X, Y, I \rangle$ where $X$ is a (finite) non-empty set of objects, $Y$ is a (finite) non-empty set of attributes, and $I \subseteq X \times Y$ is a binary relation between set $X$ of objects and set $Y$ of attributes. In the relation, $\langle x, y \rangle \in I$ indicates that object $x$ has attribute $y$. In the table, used to visualize the relation, objects correspond to table rows, attributes correspond to table columns, and if $\langle x, y \rangle \in I$ then the table entry corresponding to row $x$ and column $y$ contains (usually) $\times$ or 1, otherwise it contains blank symbol or 0. In terms of FCA, $\langle X, Y, I \rangle$ is called a formal context. Now, for every $A \subseteq X$ and $B \subseteq Y$ denote by $A^\uparrow I$ a subset of $Y$ and by $B^\downarrow I$ a subset of $X$ defined as

\begin{align*}
A^\uparrow I &= \{ y \in Y \mid \text{for each } x \in A : \langle x, y \rangle \in I \}, \\
B^\downarrow I &= \{ x \in X \mid \text{for each } y \in B : \langle x, y \rangle \in I \}.
\end{align*}

That is, $A^\uparrow I$ is the set of all attributes from $Y$ shared by all objects from $A$, and $B^\downarrow I$ is the set of all objects from $X$ sharing all attributes from $B$. Operators $\uparrow : 2^X \to 2^Y$ and $\downarrow : 2^Y \to 2^X$ defined by (1.1) and (1.2) are called concept-forming operators induced by formal context $\langle X, Y, I \rangle$. If there is no danger of confusion, we usually omit $I$ and write just $\uparrow$ and $\downarrow$ instead of $^\uparrow I$ and $^\downarrow I$. Note that the operators form a so-called Galois connection induced by the binary relation $I$ and the compound operators $\uparrow \downarrow$ and $\downarrow \uparrow$ are induced closure operators in $X$ and $Y$, respectively.

Any couple $\langle A, B \rangle \in 2^X \times 2^Y$ such that $A^\uparrow = B$ and $B^\downarrow = A$ is then called a formal concept in $\langle X, Y, I \rangle$. Thus, formal concepts are (so-called) fixed points of the concept-forming operators induced by $\langle X, Y, I \rangle$.

Formal concepts represent basic structures (patterns) that can be found in object-attribute data tables and have basically two interpretations: (i) a conceptual one, discussed already in the introduction, where each formal concept $\langle A, B \rangle$ represents a concept in data with an extent $A$, as objects that fall under the concept, and an intent $B$, as attributes covered by the concept, such that $A$ is a set of all objects sharing all attributes from $B$ and $B$ is the set of all attributes shared by all objects from $A$—the interpretation inspired by a traditional understanding of concept going back to traditional Port-Royal logic; (ii) a geometric one, where, informally, formal concepts correspond to maximal rectangular areas in the data table (maximal rectangles) full of $\times$s (or 1s). The geometric interpretation
is important from the point of view of data mining, as mentioned in the introduction. Note also that due to being fixed points of Galois connections (and closure operators), formal concepts are also important from the mathematical point of view (the mathematics of formal concepts is indeed essential for algorithms for generating the concepts).

Furthermore, according to Port Royal, one may consider the subconcept-superconcept hierarchy on formal concepts. Formally, the set $\mathcal{B}(X,Y,I) = \{\langle A,B \rangle \mid A^\uparrow = B, B^\downarrow = A \}$ of all formal concepts in $\langle X,Y,I \rangle$ can be equipped with a partial order $\leq$ defined by

$$\langle A_1,B_1 \rangle \leq \langle A_2,B_2 \rangle \text{ iff } A_1 \subseteq A_2 \text{ (iff } B_2 \subseteq B_1).$$

The partial order models a subconcept-superconcept hierarchy. The set $\mathcal{B}(X,Y,I)$ equipped with $\leq$, denoted $\langle \mathcal{B}(X,Y,I), \leq \rangle$, happens to be a complete lattice, called the concept lattice of $\langle X,Y,I \rangle$. The basic structure of concept lattices is described by the so-called Basic or Main theorem of concept lattices [51]:

**Theorem 1 (Main theorem of concept lattices [51])**

1. The set $\mathcal{B}(X,Y,I)$ equipped with $\leq$ forms a complete lattice in which infima and suprema are given by

   $$\bigwedge_{j \in J} \langle A_j,B_j \rangle = \langle \bigcap_{j \in J} A_j, (\bigcup_{j \in J} B_j)^\uparrow \rangle,$$

   $$\bigvee_{j \in J} \langle A_j,B_j \rangle = \langle (\bigcup_{j \in J} A_j)^\uparrow, \bigcap_{j \in J} B_j \rangle.$$

2. Moreover, an arbitrary complete lattice $V = \langle V, \leq \rangle$ is isomorphic to $\langle \mathcal{B}(X,Y,I), \leq \rangle$ iff there are mappings $\gamma : X \to V, \mu : Y \to V$ such that

   (i) $\gamma(X)$ is $\bigvee$-dense in $V$, $\mu(Y)$ is $\bigwedge$-dense in $V$, and

   (ii) $\gamma(x) \leq \mu(y)$ iff $\langle x,y \rangle \in I$.

Recall that a subset $K \subseteq V$ is $\bigvee$-dense in $V$ ($\bigwedge$-dense in $V$) if for every $v \in V$ there is $K' \subseteq K$ such that $v = \bigvee K'$ ($v = \bigwedge K'$).

Note that, as a complete lattice, a concept lattice can be depicted by means of a labelled Hasse diagram which represents the cover relation on $\mathcal{B}(X,Y,I)$ (the cover relation on $\mathcal{B}(X,Y,I)$ is defined as follows: a formal concept $\langle A_1,B_1 \rangle$ covers a formal concept $\langle A_2,B_2 \rangle$ if $\langle A_2,B_2 \rangle \leq \langle A_1,B_1 \rangle$ and there is no $\langle A_3,B_3 \rangle$ distinct from both $\langle A_1,B_1 \rangle$ and $\langle A_2,B_2 \rangle$ such that $\langle A_2,B_2 \rangle < \langle A_3,B_3 \rangle < \langle A_1,B_1 \rangle$).

For more information on theoretical foundations, methods and algorithms of formal concept analysis and its applications in various areas we refer the reader to [35, 50, 51] and conclude this section with a small illustrative example.
1.1. Preliminaries in formal concept analysis

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1.2: Formal context (left) and maximal rectangles (right) corresponding to formal concepts $C_9$ and $C_{13}$.

Figure 1.3: Concept lattice of formal context from Figure 1.2.

**Example 1** Consider the formal context $\langle X, Y, I \rangle$ corresponding to the object-attribute data table depicted in Figure 1.2 (left). The concept-forming operators induced by this formal context have exactly 15 fixed points (formal concepts) $C_1, \ldots, C_{15}$:

- $C_1 = \langle X, \emptyset \rangle$,
- $C_2 = \langle \{b, c, e\}, \{0, 6\} \rangle$,
- $C_3 = \langle \{c, e\}, \{0, 1, 5, 6\} \rangle$,
- $C_4 = \langle \{c\}, \{0, 1, 2, 3, 5, 6\} \rangle$,
- $C_5 = \langle \emptyset, Y \rangle$,
- $C_6 = \langle \{e\}, \{0, 1, 4, 5, 6, 7\} \rangle$,
- $C_7 = \langle \{b, e\}, \{0, 3, 6\} \rangle$,
- $C_8 = \langle \{b\}, \{0, 3, 6, 7\} \rangle$,
- $C_9 = \langle \{b, e\}, \{0, 6, 7\} \rangle$,
- $C_{10} = \langle \{a, c, d, e\}, \{1, 5\} \rangle$,
- $C_{11} = \langle \{a, c\}, \{1, 2, 5\} \rangle$,
- $C_{12} = \langle \{a\}, \{1, 2, 4, 5, 7\} \rangle$,
- $C_{13} = \langle \{a, d, e\}, \{1, 4, 5\} \rangle$,
- $C_{14} = \langle \{a, e\}, \{1, 4, 5, 7\} \rangle$,
- $C_{15} = \langle \{a, b, e\}, \{7\} \rangle$.

For illustration, the interpretation of formal concepts $C_9$ and $C_{13}$ as maximal rectangles is depicted in Figure 1.2 (right). If we equip $\mathcal{B}(X,Y,I) = \{C_1, \ldots, C_{15}\}$ with the partial order $\leq$ (1.3), the resulting structure is the concept lattice $\langle \mathcal{B}(X,Y,I), \leq \rangle$ of $\langle X, Y, I \rangle$. Hasse diagram of the lattice is depicted in Figure 1.3.
Chapter 2
Computing formal concepts

2.1 Introduction and state-of-the-art

The first main part of the thesis is devoted to the problem of computing all formal concepts from a given object-attribute data table.

Quite many algorithms for computing formal concepts were developed in the history of FCA, with quite varying, but polynomial time delay [63]. Practically, the time (and memory) efficiency of the algorithms is varying even more, see [84] and [126] for overviews and comparisons. From the point of view of maximal rectangles, all the algorithms search for formal concepts as maximal rectangles in the space of all possible rectangles computing and listing just the maximal ones. The main difference among the algorithms is in particular ways in which they traverse through the search space. In a broader sense, the algorithms for computing formal concepts belong to an important family of algorithms for listing combinatorial structures [54] and algorithms for biclustering [5, 96].

An important issue solved by all algorithms for computing formal concepts is that in the search some formal concepts are computed multiple times while each formal concept has to be processed (e.g. stored or listed) exactly once. The issue can be solved by designing the algorithm in such a way that either computing any formal concept more than once is disallowed, or it is avoided to list the same formal concept more than once. The former approach, although more appealing, is rather difficult to achieve with a reasonable overhead because of maintaining complex data structures needed for that. The approach is used for instance by Berry’s algorithm [31]. The latter approach, more favorable and most often used in existing algorithms, usually lies in the test ensuring that any formal concept, if computed multiple times, is listed only once. The test can be realized in several different ways. For instance, Lindig’s algorithm [87], also named as NextNeighbor or UpperNeighbor in the literature, stores and looks for the presence of computed formal concepts in an additional data structure (typically a search tree or a
hash table). However, as with the previous approach, maintaining and, more importantly, searching the data structure renders the algorithm not very efficient, even for data with hundreds of objects and hundred of attributes. The great advantage of the algorithm is computing also the concept hierarchy in addition to all formal concepts, hence the concept lattice of the data. Here lies the primary usage of the algorithm, mainly in applications of FCA.

On the other hand, the algorithm proposed by Norris [103, 104], one of the first proposed for the task, NextClosure algorithm [49, 51], also known as Ganter’s, Kuznetsov’s Close-by-One algorithm [79, 80, 81], and many other algorithms best known in the literature use a so-called canonicity test to ensure that formal concepts are listed in a unique, predefined, order. If a newly, possibly partly, computed formal concept does not pass the canonicity test, because it was computed “out of the order”, it is not listed. Hence, the canonicity test ensures that even if a formal concept is computed several times, it is listed exactly once. Although conceptually similar, each algorithm uses different particular form of the test which influences the real efficiency of the algorithm. For instance, while NextClosure lists all formal concepts in a lexical order, which is more expensive to enforce, Close-by-One, although based on a very similar idea, uses more efficient order and test and runs much faster. Recently, an increasing attention has been paid to Close-by-One. One of the most recent and most efficient modifications of it is the InClose algorithm [3] and its improved version [4] proposed by Andrews.

The algorithms described in the following sections can also be conceptually seen as variants of the Close-by-One (CbO) algorithm. Actually, they are derivatives of a recursive version of Close-by-One, and since they use the same (or improved) canonicity test for avoiding to list the same formal concept multiple times, we call them CbO-family algorithms [72]. The recursive base version of CbO, upon which all further described algorithms are based, was first presented in [135] (which actually “rediscovered” the original Close-by-One) and is briefly summarized in Section 2.2.1 and in details presented also in [73, 74, 111].

Now, almost all algorithms proposed in the literature to date, are sequential or serial ones. However, with the recent increasing interest in parallel computing and growing affordability of multicore processors and other hardware allowing parallel computations these days, parallel algorithms are preferred and, actually, required, to better utilize the hardware. Therefore, in Section 2.2.2 we summarize a parallel version of (the recursive version of) CbO, called Parallel CbO (PCbO), which can be run in multiple independent processes on multiple processor cores or processors. We show a clear and efficient way to parallelize the computation of formal concepts by splitting the set of all formal concepts into disjoint subsets which can be computed simultaneously with virtually no overhead. Indeed, the distinctive feature
of the approach compared to other existing approaches to parallel version of known algorithms, which has positive impacts on its performance and scalability, is that it completely avoids any but output synchronization. A more detailed description of the approach and the algorithm than in Section 2.2.2 can be found in [73, 74].

Next, having algorithms which compute the same formal concept more than once, the common drawback of the algorithms is that the total number of computed formal concepts is usually much (several times) bigger than the number of listed formal concepts for both real and artificial data. That is, there are several times more repeated computations of formal concepts which are not listed because of the failed canonicity test than the number of formal concepts which are listed. This indeed has a (negative) impact on the performance of the algorithms because the computation of a single formal concept is the most critical operation in any algorithm. So the aim is to design an algorithm in such a way that the total number of computed formal concepts, or the number of formal concepts computed multiple times, is as low as possible. We modified, and actually improved in this respect, Kuznetsov’s \textit{CbO} algorithm, so that we introduced a more efficient canonicity test which significantly reduces (though not completely eliminates) the number of formal concepts which are computed multiple times. Due to the performance improvement coming from the reduction we call the improved algorithm \textit{Fast CbO (FCbO)}. A summarization of it is a subject of Section 2.2.3 with a more detailed description in [71, 111].

Since the presented algorithms compute some formal concepts multiple times and, as mentioned above, the computation of a single formal concept is crucial for the algorithms, it is very important to have a computation of a single formal concept as efficient as possible. Procedure presented in Section 2.2.4 has an advantage over conventional procedures (which directly implement the concept-forming operators (1.1) and (1.2)) in that it goes over the input data table only once instead of twice, taking advantage of the properties of the concept-forming operators.

Furthermore, the number of formal concepts computed multiple times can be made much smaller, and hence the performance of the algorithm significantly higher, by \textit{preprocessing input data} before the actual computation of formal concepts. This issue is often underestimated in literature (not only on FCA algorithms). In fact, most of the algorithms for FCA, including the algorithms based on \textit{Close-by-One}, when designed to search for formal concepts by iterating over input data attributes, compute significantly less formal concepts multiple times and achieve thus significantly better performance if the attributes (columns of the input data table) are processed in a particular order. This is related to the canonicity test and in Section 2.3.2 we show which order suits to algorithms from the CbO-family, with more details to be found in [71].

Moreover, elaborating on the idea of the (proper) ordering of attributes a bit
more, in essence extending it to a novel approach of ordering the (remaining) attributes not present in the obtained formal concept after each concept listing, one can come up with a bright new algorithm—an algorithm for which the number of formal concepts computed multiple times reduces to a small fraction of the total number of computed formal concepts. The algorithm combines basic ideas of (the recursive version of) Close-by-One with the (proper) ordering of attributes and successive formal context reduction. We summarize this last, attribute sorting algorithm, w.r.t. the total number of computed formal concepts the most evolved among our algorithms derived from Close-by-One, in Section 2.4 with the description borrowed from [72].

The last but not least issue, which (really) considerably affects the real performance of any algorithm and which is, unfortunately, very scarcely discussed in the literature, is implementation. Authors of existing algorithms typically describe their algorithm and do basic comparison to referential algorithms (Ganter’s NextClosure or Lindig’s NextNeighbor) and do not pay any attention to implementation of the algorithm. We do. The cutting-edge performance of the algorithms presented in this thesis can be ensured by using proper data structures in their implementation. In all our implementations we use bitwise level data structures to represent both the input data and computed formal concepts, see Section 2.3.1 for a clarification of this choice and details. This representation allows to take advantage of low-level operations present in contemporary microprocessors (and, these days, also graphic processors, see [85, 123]) which really considerably, by order of several magnitudes, improves the actual performance of the algorithms (in particular, the procedure for computing a single formal concept, presented in Section 2.2.4).

To show that, but also the performance of the algorithms themselves disregarding a particular implementation, we include, in Section 2.5 some results from several performance evaluations we had performed on selected real datasets and a basic comparison to Ganter’s NextClosure algorithm. More experiments with more real and artificial data, including comparisons to other algorithms for computing formal concepts known from the literature, can be found in the respective papers. In this context, let us (again) state that very surprisingly, almost all algorithms developed by FCA community and proposed in the literature, to recent time, even if implemented with efficiency in mind, are sufficient regarding performance for middle-size data only, up to thousands to tens thousand of objects and a hundred of attributes. With growing data size, the performance of the algorithms is not satisfactory (though a well-suited implementation may help a bit). Our algorithms and, in particular, the implementations of them, run in reasonable time for data with size going up to tens to hundreds thousand of objects and hundreds to thousands of attributes.
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We are now ready to describe the algorithms. Due to computability reasons we obviously restrict the sets of objects and attributes to be finite nonempty sets. Let $X = \{0, 1, \ldots, m\}$ be our set of objects and $Y = \{0, 1, \ldots, n\}$ be our set of attributes.

Note that in order to compute all formal concepts it is sufficient to compute all intents of the concepts because each formal concept is uniquely determined by its intent. Namely, if $\langle A, B \rangle$ is a formal concept in $(X, Y, I)$ with extent $A \subseteq X$ and intent $B \subseteq Y$, then $A = B^\uparrow$. Analogously, each formal concept is also uniquely determined by its extent because $B = A^\downarrow$. Second, intents (and analogously extents) can be characterized by their closure properties. Namely, $\langle A, B \rangle$ is a formal concept iff $B = B^\downarrow \uparrow (A = A^\uparrow \downarrow)$, i.e. iff $B (A)$ is a fixed point of the closure operator $\downarrow \uparrow (\uparrow \downarrow)$.

2.2.1 Recursive CbO

We start by briefly describing a recursive version of the Kuznetsov’s Close-by-One (CbO) algorithm, upon which we base the algorithms described in the following sections. The detailed description can be found in [73, 74, 111, 135].

CbO has been introduced in [80] and [79] (a paper in Russian) and later used and described in [81]. The algorithm lists all formal concepts of a formal context by a systematic search in the space of all formal concepts, avoiding to list the same concept multiple times by performing a canonicity test. In [81], CbO is described in terms of backtracking with a construction of a particular tree of computed formal concepts, called CbO-tree, which is then used to induce the concept lattice hierarchy of computed formal concepts. However, in our version of CbO [135] we are not interested in the hierarchy, so we do not need and do not construct the CbO-tree. Also, we utilize a procedure for computing a single formal concept which results to a much better performance of the algorithm and for this the backtracking approach is not suitable. Our version of the algorithm of CbO is formalized by a recursive procedure performing a depth-first search in the space of all formal concepts. Hence we call it “recursive CbO”. This type of description, in addition to technical benefits which improve its performance, is much closer to the actual implementation of the algorithm than the abstract description from [81]. Thus, in our opinion, it sheds more light on the algorithm.

Briefly, the procedure starts with an initial formal concept $\langle \emptyset^\uparrow, \emptyset^\downarrow \rangle$ and the first attribute 0 and during the search, it, for all attributes of the input formal context not already present in intent of the current formal concept, first computes a new formal concept $R$ by adding the attribute to intent of the current formal concept and makes a closure of the union (of the
intent and the attribute) by applying the closure procedure described in Section 2.2.4. Then, it is checked whether \( R \) has already been found during the search. If not, it processes \( R \) (e.g., prints it on the screen or stores it), and proceeds with computing further formal concepts resulting from \( R \) by adding further attributes to its intent. Here the procedure recursively calls itself with \( R \) being the current formal concept and one of the further attributes. If \( R \) has already been found, it is discarded. Hence the check implements a canonicity test.

The key issue is to have the canonicity test quick, without searching some data structure. To ensure this we compute the new formal concepts in a unique order, by adding attributes to intent of the current formal concept in a selected, but fixed, order. The order, together with the check, ensures that each formal concept is processed exactly once. The principle is the following. Let \( \langle A, B \rangle \) be a formal concept, \( j \in Y \) such that \( j \notin B \). Put \( D = (B \cup \{j\})^{\downarrow \uparrow} \), i.e. the new formal concept is \( \langle (B \cup \{j\})^{\downarrow}, D \rangle \). Once \( D \) is computed, we check whether

\[
B \cap Y_j = D \cap Y_j
\]

where \( Y_j \subseteq Y \) is defined by

\[
Y_j = \{ y \in Y \mid y < j \}.
\]

is true. The condition represents the canonicity test. It expresses the fact that the closure \( D \) of \( B \cup \{j\} \) does not contain any new attributes which are “before \( j \)” w.r.t. the order in which we add attributes. Together with adding attributes to \( B \) in this order condition (2.1) is used to check whether we should process \( D \). If (2.1) is false, we do not process \( D \) because due to the depth-first search method, \( D \) has already been processed in some other branch of computation. Hence, the canonicity test prevents a formal concept from being listed multiple times. Then, after finitely many steps, the algorithm lists all formal concepts of an input formal context, each of them exactly once.

A pseudocode of the algorithm in the form of recursive procedure GENERATEFROM is depicted in Algorithm 1. The procedure uses procedure COMPUTECLOSURE for computing a new formal concept the pseudocode of which is depicted in Section 2.2.4. See [73, 135] for a step-by-step description of procedure GENERATEFROM. In order to compute all formal concepts of \( \langle X, Y, I \rangle \), the procedure is to be invoked with \( \langle \emptyset^{\downarrow}, \emptyset^{\downarrow \uparrow} \rangle \) and \( y = 0 \) as arguments.

A proof of correctness for the original \( CbO \) algorithm by Kuznetsov is elaborated in [80] and [79]. Since we have the algorithm formulated as a recursive procedure rather than using backtracking, an independent proofs of its correctness are provided first in [74] and then in [111].
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**Algorithm 1**: Procedure \( \text{GENERATEFROM}((A, B), y) \)

**Input**: formal concept \( (A, B) \), number \( y \in Y \cup \{n + 1\} \) such that \( y \notin B \)

**Uses**: set \( Y \) of attributes, number \( n \) of attributes, procedure \( \text{COMPUTE}\text{\textsc{closure}} \)

1. list \( (A, B) \) (e.g., print it on screen);
2. if \( B = Y \) or \( y > n \) then
   3. return
3. for \( j \) from \( y \) upto \( n \) do
4.   if \( j \notin B \) then
5.     set \( (C, D) \) to \( \text{COMPUTE}\text{\textsc{closure}}(B, j) \);
6.     if \( B \cap Y_j = D \cap Y_j \) then
7.       \( \text{GENERATEFROM}((C, D), j + 1) \);
8.   end
9. end
10. end
11. return

The computation of Algorithm 1 can be depicted by a tree as that in Figure 2.1. The tree contains two types of nodes: (i) nodes represented by couples \( (C_i, y_i) \) corresponding to invocations of \( \text{GENERATEFROM} \) with the arguments \( C_i \) (a formal concept) and \( y_i \) (an attribute), and (ii) leaf nodes denoted by black squares representing computed formal concepts for which the canonicity test fails. Edges in the tree are labeled by the values of \( j \) which are used to compute new formal concepts. Note that nodes (i) are in a one-to-one correspondence with formal concepts of \( B(X, Y, I) \). We call such a tree a call tree of \( \text{GENERATEFROM} \) for given \( (X, Y, I) \) and we will need it in Sections 2.2.2 and 2.2.3 devoted to parallel and improved version of the algorithm.

From the point of view of the worst-case time complexity, the algorithm has asymptotic polynomial time delay \( O(|Y|^3 |X|) \) and asymptotic overall time complexity \( O(|B(X, Y, I)| |Y|^2 |X|) \) \([80, 79, 83]\), which is common to many other algorithms for computing formal concepts, see \([84, 126]\).

Comparing to other algorithms for computing formal concepts, it is important to note that the algorithm, as well as the original CbO itself, is conceptually equivalent to Ganter’s \( \text{NextClosure} \) algorithm \([49, 51]\). It uses the same canonicity test to ensure that no formal concept is generated multiple times, only the concepts are listed in a different order. However, the algorithm can be easily modified to produce formal concepts in the \( \text{NextClosure} \)'s lexical order. See \([111]\) for two possible modifications. Moreover, this “CbO way” for obtaining concepts in the lexical order, by a recursive ap-
approach, is much faster than the iterative approach from [49, 51]. This is also, but not only, due to the more efficient computation of a single formal concept described in Section 2.2.4. The algorithm is also similar to Lindig’s NextNeighbor algorithm [87], in that it performs a depth-first search through the search space of all formal concepts, but the key difference, which has a great impact on the performance, is the way how the algorithms test that new formal concept has already been found (recall that NextNeighbor stores previously computed formal concepts in an additional data structure and looks up for the new concept there). Finally, the algorithm is also related to the algorithm proposed by Norris [103, 104] which can be seen as an incremental variant of CbO.

Selected results from a thorough performance evaluation and comparison with some of the mentioned other algorithms are presented in Section 2.5. For more results see [135], where also a detailed listing of computation of the algorithm on example data can be found.

2.2.2 Parallel CbO

After we have described the base algorithm of our CbO variants we can introduce a parallel version of the algorithm.

Assume we can execute instructions simultaneously in multiple independent processes. These may be represented by operating system processes or threads (light-weight processes) running in parallel on modern multicore processors or multiple processors in a system with shared memory or on separate computers in a distributed environment within a computer network (see also the paragraph “Distributed algorithm” below on the latter). We further assume that each process has access to the input data \((X, Y, I)\).
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Since \((X, Y, I)\) is not altered during the computation, each process can have its own copy of \((X, Y, I)\) or processes can share one copy (in environments with shared memory).

In the following we briefly describe our approach to compute formal concepts in a given fixed number \(P\) of separate processes running in parallel. The sequential (or serial) version of the algorithm, described in the previous section as recursive CbO, lists all formal concepts using a depth-first search through the space of all formal concepts. The parallel algorithm can be seen as several instances of the sequential version working simultaneously on disjoint subsets of formal concepts. The parallelization consists in modifying the procedure \textsc{GenerateFrom} from the previous section so that particular subtrees of the call tree of the procedure are computed simultaneously in the \(P\) processes. Looking at a call tree like that in Figure 2.1 on page 20, at any level of the tree, we can see a set of nodes which are root nodes of disjoint subtrees. These subtrees may be processed independently by separate processes and that is the key idea of our approach. This suggests to modify \textsc{GenerateFrom} so that is goes down through the call tree only up to a certain predefined level \(L\) (counting from 1 in the root node level) and at the level it starts the computation of the remaining formal concepts descendant to those on the \(L\)th level in parallel. The computation is done by invoking original \textsc{GenerateFrom} in multiple separate processes with a formal concept on the \(L\)th level as the first argument. Therefore, the parallel procedure for computing formal concepts can be summarized by the following three consecutive stages:

\textbf{Stage 1:} Compute and list all formal concepts up to level \(L\) of the call tree.

\textbf{Stage 2:} Store the concepts in \(P\) independent queues.

\textbf{Stage 3:} Start \(P\) processes running in parallel: (i) let each of the processes take exactly one of the queues; (ii) for each formal concept in its queue let each process compute formal concepts using Algorithm 1 beginning with the concept picked from the queue.

Note that the key issue with the procedure is how to distribute formal concepts computed on the \(L\)th level of the call tree into the \(P\) queues in Stage 2. In fact, by selecting a queue in which we put a concept we select a process by which all formal concepts descendant to the concept will be listed. The strategy of the distribution may influence the practical efficiency of the algorithm. Indeed, the optimal selection method should distribute all formal concepts to processes uniformly. This is, however, very hard to achieve since we do not know the distribution of formal concepts in the search space of all formal concepts until we actually compute them all and reveal the structure of the call tree. As a consequence, the distribution of workload may be in some cases somewhat unbalanced. In the below presented version of the algorithm, taken from [74], we use an ordinary round-robin scheme: the index
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of a selected queue is computed as \( r = (N \mod P) + 1 \) where \( N \) denotes the number of formal concepts stored in all queues so far. This scheme, albeit simple, turned out to be reasonably efficient for both the real-world datasets and randomly generated data. See the evaluation and comparison of this and several other schemes of the workload distribution that can be considered in [71]. Surprisingly, there are only small performance differences among the considered schemes, i.e., the round-robin scheme used in [73, 74] is adequate for the job.

Overall, the algorithm can be seen as having two parts: first, a part which distributes formal concepts into queues and, second, a part which runs several instances of the sequential (recursive) Close-by-One in parallel. Because of this reliance on \( CbO \), we call the algorithm \textit{Parallel Close-by-One} (\textit{PCbO}). The algorithm is represented by procedure \textsc{ParallelGenerateFrom}, see Algorithm 2, a modification of the procedure \textsc{GenerateFrom} of the recursive \( CbO \) from Algorithm 1. See [73, 74] for a detailed description of the procedure, in particular the meaning of the argument \( l \). In order to compute all formal concepts of \( \langle X, Y, I \rangle \), the procedure is to be invoked with \( \langle \emptyset, \emptyset \rangle \), \( y = 0 \) and \( l = 1 \) as its arguments.

Soundness of the algorithm follows directly from the soundness of the sequential version described in the previous section and the fact that processes compute predefined disjoint subsets of all formal concepts. Nevertheless, the complete proof of correctness of the algorithm can be found in [74].

The fact that the processes compute predefined disjoint subsets of all formal concepts also means that the processes do not interfere with each other and hence the algorithm needs no synchronization of the processes (but the synchronization of output of concepts, if applicable). The parallelization also does not increase the theoretical overall worst-case time complexity of the algorithm. The complexity remains the same as for the sequential version, (recursive) \( CbO \), namely \( O(|\mathcal{B}(X, Y, I)| + \sqrt{|Y|}|X|) \) with polynomial time delay \( O(|Y|^3, |X|) \), because in the worst case, the algorithm can degenerate into \( CbO \) (see [74]). The actual performance in practice compared to \( CbO \) is indeed influenced by the number \( P \) of processes and the workload distribution among the processes. In case of optimal workload, \( PcbO \) can run \( P \) times faster than \( CbO \), i.e. the reciprocal \( P^{-1} \) can be seen as multiplicative constant of the running time of \( CbO \). In practice, however, the multiplicative constant is a bit greater than \( P^{-1} \) because (i) formal concepts are not distributed to processes uniformly and (ii) the parallelization has certain overhead, although subtle. A hint of how \( PcbO \) behaves for different values of \( P \) can be seen in [73, 74] and also, very briefly, in Section 2.5.

Let us in this context also shortly comment on the role of the parameter \( L \) in the Algorithm 2, since it has an impact on the distribution of computed formal concepts to the processes and hence has an influence of the practical performance of the algorithm. According to our observations, see [74] or Section 2.5 for a brief preview, if \( L = 2 \), most of the formal concepts are
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Algorithm 2: Procedure \texttt{ParallelGenerateFrom}(\langle A, B \rangle, y, l)

\textbf{Input}: formal concept \langle A, B \rangle, number \( y \in Y \cup \{n + 1\} \) such that \( y \notin B \), number \( l \) such that \( 1 \leq l \leq L \)

\textbf{Uses}: set \( Y \) of attributes, number \( n \) of attributes, procedure \texttt{ComputeClosure}, level \( L \geq 2 \) of recursion, number \( P \geq 1 \) of processes, queues \( \text{queue}_r, 1 \leq r \leq P \) of formal concepts, procedure \texttt{GenerateFrom}

1. if \( l = L \) then
2. \hspace{1em} select \( r \in \{1, \ldots, P\} \);
3. \hspace{1em} store \( \langle \langle A, B \rangle, y \rangle \) to \( \text{queue}_r \);
4. \hspace{1em} return
5. end
6. list \( \langle A, B \rangle \) (e.g., print it on screen);
7. if not \( (B = Y \text{ or } y > n) \) then
8. \hspace{1em} for \( j \) from \( y \) upto \( n \) do
9. \hspace{2em} if \( j \notin B \) then
10. \hspace{3em} set \( \langle C, D \rangle \) to \texttt{ComputeClosure}(B, j);
11. \hspace{3em} if \( B \cap Y_j = D \cap Y_j \) then
12. \hspace{4em} \texttt{ParallelGenerateFrom}((\langle C, D \rangle, j + 1, l + 1))
13. \hspace{4em} end
14. \hspace{3em} end
15. \hspace{1em} end
16. end
17. if \( l = 1 \) then
18. \hspace{1em} for \( r \) from 1 upto \( P \) do
19. \hspace{2em} with process \( r \)
20. \hspace{3em} foreach \( \langle \langle C, D \rangle, j \rangle \in \text{queue}_r \) do
21. \hspace{4em} \texttt{GenerateFrom}((\langle C, D \rangle, j));
22. \hspace{3em} end
23. \hspace{2em} end
24. \hspace{1em} end
25. \hspace{1em} wait for all processes
26. end
27. return

computed in one or two processes. With increasing \( L \), formal concepts are distributed to processes more equally. On the other hand, large values of \( L \) tend to degenerate the parallel computation. In extreme, if \( L \geq |Y| + 1 \) then all formal concepts will be computed in the first, sequential, stage because the depth of the call tree is at most \( |Y| + 1 \). From our experiments it seems that on average, a good trade-off value is already \( L = 3 \) provided that \( |Y| \) is large. In such a case, almost all formal concepts are computed in parallel
and are distributed to processes nearly optimally.

**Distributed algorithm**  Before concluding this section, let us remark the distributed variant of (the recursive) \textit{CbO} and \textit{Parallel CbO}. Contrary to parallel computing utilizing multiple independent processor cores or processors in a single computer system with shared memory, in distributed computing multiple \textit{independent separate computer systems} interconnected within a computer network without a shared memory are utilized. In practice, distributed computing is used in situations where parallel computing is not affordable (cost of hardware allowing large-scale parallel computations) or sufficient (unavailability of the hardware adequate to a large size of input data). On the other hand, however, distributed computing has larger overhead of the computation management compared to parallel computing. The distributed variant of (the recursive) \textit{CbO} (or \textit{PCbO}) using the Google’s \textit{map-reduce framework} [40], and actually a proof-of-concept of how the framework can be used for computing formal concepts, is introduced in [77]. In essence, it is based on the same idea of splitting the set of all formal concepts into disjoint subsets which can be computed simultaneously implemented for \textit{PCbO} above. Now, however, the disjoint subsets of formal concepts are individual tree “layers” of the call tree of procedure \textsc{GenerateFrom} rather than subtrees of the tree (recall Figure 2.1 on page 20). Shortly and referring to the notation from Algorithm 2 of \textit{PCbO} above, the map operation computes (independently) formal concepts \langle C, D \rangle on an actual layer from (respective) concepts \langle A, B \rangle on the upper neighbor layer and the reduce operation filters the concepts \langle C, D \rangle using the canonicity test. The two operations are performed repeatedly layer by layer until no further concepts are computed. Hence the strategy of generating formal concepts changes from a depth-first search in the call tree, used in (the recursive) \textit{CbO} and \textit{PCbO}, to a breadth-first search. See [77] for a more detailed description, including results from experiments showing the scalability of the approach.

We conclude this section with some bibliographical remarks on other existing approaches to parallel and distributed algorithms for computing formal concepts. Interestingly, we are aware of only several attempts to parallelize Ganter’s \textit{NextClosure} and one distributed version of the algorithm. Namely, [48] proposes a parallelization of \textit{NextClosure} by decomposing the set of all formal concepts into non-overlapping subsets which are computed simultaneously. This sounds similar to our approach but for \textit{NextClosure} the decomposition and parallelization is more complex. Another, more simple and taking advantage of the iterative way of computing formal concepts, approach to parallelize the algorithm is presented in [7]. It is based on splitting the lexicographically ordered power set \(2^Y\) into \(p\) intervals of the same length (\(p\) indicates a number of processes) executed by independent
processes using a sequential version of the algorithm. Yet a different approach is shown in [64] where the algorithm is based on dividing input data into disjoint fragments which are then computed by independent processes. This approach, however, requires a remarkable amount of synchronization of the processes. A distributed variant of NextClosure is presented in [138]. Similarly to the approach of [77] presented above, it uses the map-reduce framework but, alike the previous approach, input data are first divided into disjoint fragments which are independently processed by the map operation and then the partial formal concepts are merged by the reduce operation. Also, a different implementation of the framework better supporting iterative algorithms is used.

2.2.3 Fast CbO

Now we turn our attention to an improvement of the canonicity test used by CbO that, as introduced in Section 2.1, reduces the number of formal concepts computed multiple times and, in consequence, significantly improves performance of the algorithm.

In a call tree like that in Figure 2.1 on page 20, formal concepts which are computed multiple times are depicted by the black square nodes. Our new test, and the improved algorithm with the test, reduces the number of such nodes in the call tree without altering the rest of the tree. Namely, the major “problem” with the original canonicity test used by CbO is that it is always used after a new formal concept is computed, discarding the computed concept had the canonicity test failed. As an improvement, we do not modify the original canonicity test itself. We propose an extension of the test by employing an additional test that is performed before a new formal concept is computed, eliminating thus the (expensive) computation of non-canonical concepts.

To explain the additional test, let us first inspect the original canonicity test. In it, for $B \subseteq Y$ and $j \notin B$, one checks whether

$$B \cap Y_j = D \cap Y_j, \text{ where } D = (B \cup \{j\})^{\uparrow \downarrow} \quad (2.3)$$

and $Y_j = \{y \in Y \mid y < j\}$, cf. 2.1 and Algorithm 1 (line 8). In words, one checks whether $B$ and $D$ agree on all attributes which are smaller than $j$ (in a fixed order of attributes). Since $^{\uparrow \downarrow}$ is a closure operator and $D = (B \cup \{j\})^{\uparrow \downarrow}$, the monotony property of $^{\uparrow \downarrow}$ yields $B \subseteq D$ (thus, it is sufficient to check just the inclusion $B \cap Y_j \supseteq D \cap Y_j$ instead of the equality (2.3)). Hence, the test (2.3) fails (i.e., the equality is not true) iff $D = (B \cup \{j\})^{\uparrow \downarrow}$ contains an attribute which is “before $j$” and the attribute is not present in $B$. Let us denote all such attributes by $B \otimes j$, i.e.

$$B \otimes j = (D \setminus B) \cap Y_j = ((B \cup \{j\})^{\uparrow \downarrow} \setminus B) \cap Y_j. \quad (2.4)$$
The following proposition shows that knowing that \((2.3)\) fails for given \(B\) and \(j \notin B\), we can conclude that the test will also fail for each \(B' \supseteq B\) with \(j \notin B'\) as long as \(B \ominus j\) contains an attribute which is not in \(B'\), i.e. \(B \ominus j \notin B'\):

**Proposition 2 (On Test Failure Propagation)** Let \(B \subseteq Y\), \(j \notin B\), and \(B \ominus j \neq \emptyset\). Then, for each \(B' \supseteq B\) such that \(j \notin B'\) and \(B \ominus j \notin B'\), we have \(B' \ominus j \neq \emptyset\).

Now, the proposition, proved in [111] as Lemma 2, allows us to extend the canonicity test to a **new**, two-part, canonicity test: first, new, part which is quick and does not require computing new formal concepts and second part, consisting in the original canonicity test with the newly computed formal concept but applied only if the first part succeeds. Indeed, according to the Proposition 2 if we know that \(B \ominus j \neq \emptyset\) for some \(j \notin B\) for the formal concept \((A, \bar{B})\) then having a formal concept \((A', B')\), where \(B' \supseteq B\), with \(B \ominus j \notin B'\), we automatically know (without computing any other formal concepts) that we must not add \(j\) to \(B'\) because the subsequent original canonicity test would fail. Hence, \(D' = (B' \cup \{j\})^{*} \uparrow\) of the intended new formal concept \(((B' \cup \{j\})^{*}, D')\) is not computed at all and the original canonicity test is not performed. Thus, in the new canonicity test, the first part of the test uses the observation of Proposition 2 while the second part is the original canonicity test.

Note that the additional test based on Proposition 2 is not always applicable and the original test is thus necessary. It is evident that we cannot apply the test on the top level (below the root) of the call tree, because \(B \ominus j = \emptyset\). There are, however, situations where it cannot be applied on deeper levels as well. The situations are such that \(B \ominus j \subseteq B'\). See [111] for an illustrated example of such a situation. In these cases we still have to perform the original canonicity test which involves computing \((B' \cup \{j\})^{*} \uparrow\). Nevertheless, the number of cases in which we actually perform the original canonicity test is considerably low compared to the number of failed original canonicity tests without the new test, as it can be seen from experiments in [71, 111].

For the sake of illustration of the resulting effect of the new canonicity test, consider the call tree in Figure 2.1 on page 20. If we apply the additional canonicity test based on Proposition 2, we in fact perform a particular tree pruning in which we omit some of the black square leaf nodes of the tree. The result is shown in Figure 2.2. The bold edges are those which remain in the call tree. The leaf nodes that are pruned are denoted in gray and the corresponding edges are dotted. Notice that not all back square leaf nodes are pruned. Nodes \(C_2, C_{14}, C_6, C_7, C_{10}, C_{11}, C_{13}\) and \(C_{14}\) appear once (more) as those leaf nodes, meaning that the corresponding formal concepts are computed twice during the computation. The total number of formal concepts computed during the computation (by Algorithm 3 below) is 23—a
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Before describing how the new canonicity test can be implemented, it is important to note that an analogous test to our additional test based on Proposition 2 appeared in the AddIntent algorithm introduced in [93]. AddIntent is, unlike Close-by-One, an incremental algorithm for computing all formal concepts of input data together with the subconcept-superconcept hierarchy $\leq$ given by (2.8), i.e. the concept lattice of the data. The algorithm incrementally computes the concept lattice of a given input data by adding all attributes (or objects as in [93]) one by one. The key difference between our additional test and the optimization test in AddIntent is that AddIntent uses a slightly different canonicity test that is based on the ordering $\leq$ of formal concepts, whereas our algorithms based on (recursive) Close-by-One use the order of processed attributes. See [111] for a description of the analogy to our additional test in AddIntent, using the notion of a canonical generator of a formal concept from the description of the algorithm in [93].

As a consequence, the approach of employing the test used by AddIntent is more beneficial if one wants to compute the whole concept lattice instead of computing just the formal concepts. On the other hand, our approach employed for Close-by-One and described below is simpler and is more efficient if only the set of formal concepts is considered.

Now we are ready to describe how the new canonicity test can be implemented into the algorithm of the (recursive) CbO presented in pseudocode in Algorithm 1. As the above explanation and Proposition 2 show, during the computation we have to propagate the information about sets $B \otimes j$ which take part in the additional test down the call tree, from the root node to the leaves.
the algorithm since the depth-first search in the space of all formal concepts as it is used in the recursive \(CbO\) is no longer possible. We modify the procedure \texttt{GENERATEFROM} from Algorithm 1 in the following way. We add the additional test before the new formal concept computation (line 7) and instead of the recursive calls after the computation (line 9), the algorithm stores the information about computed formal concepts in a queue, in case of successful pass of the original canonicity test (line 8). In case of the test failure, the algorithm updates the required information about the set \(B \otimes j\) for propagation down the call tree in a “propagation” variable (for each attribute \(j\)) passed along in the recursive calls. Then, after all attributes \(j\) are processed, the algorithm performs a recursive invocation for each formal concept in the queue with the propagation variable as an additional argument. This effectively changes the order in which new formal concepts are computed because we use here a combined depth-first and breadth-first search in the call tree. But it does not change the order of listing of formal concepts because the listing appears after each recursive call, as in the recursive \(CbO\). The need for this change is also further demonstrated in an example in [111].

The above described modifications result in a new algorithm called \(FCbO\) (“F” stands for “Fast”) which can be seen as an improved version of (the recursive) \(CbO\) in that we introduced the new canonicity test which saves redundant computations of formal concepts and thus speed-ups the whole computation. \(FCbO\) is represented by a recursive procedure \texttt{FASTGENERATEFROM}, see Algorithm 3, another modification of the procedure \texttt{GENERATEFROM} of the recursive \(CbO\). For a detailed description of the algorithm, see [71, 111]. Particularly for the use of the “propagation” variable consisting of sets \(M_j\) which are passed along in the recursive calls of the procedure as sets \(N_y\) in the third argument. In order to compute all formal concepts of \(⟨X,Y,I⟩\), the procedure is to be invoked with \(⟨\emptyset,\emptyset⟩\), \(y = 0\) and \(\{N_y = \emptyset \mid y \in Y\}\) as its arguments.

Algorithm 3 lists all formal concepts in \(⟨X,Y,I⟩\), in the same order as Algorithm 1 of the recursive \(CbO\), each of them exactly once. The proof of its correctness is elaborated in [111], together with an extensive example demonstrating how the algorithm works from the start to the end.

From the point of view of the worst-case time complexity, \(FCbO\) has the same asymptotic time delay and overall time complexity as \(CbO\) (and \(PCbO\), i.e. \(O(|Y|^3|X|)\) and \(O(|B(X,Y,I)|\cdot|Y|^2|X|)\), respectively. Namely, in the worst case (in case of \(⟨X,Y,I⟩\) for \(I\) being the inequality relation on \(X = Y\)), \(FCbO\) can degenerate into (the recursive) \(CbO\). But in general, it cannot do worse. Moreover, there are strong indications that on average \(FCbO\) delivers the results faster than \(CbO\) (average-case time complexity analysis of \(FCbO\) and mitigation of the worst-case complexity remain to be challenging and important open problems).

Let us note that \(FCbO\) can be turned into a “Fast NextClosure” algorithm,
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Algorithm 3: Procedure FastGenerateFrom(⟨A, B⟩, y, {N_y | y ∈ Y})

Input: formal concept ⟨A, B⟩, number y ∈ Y ∪ {n + 1} such that y /∈ B, sets N_y ⊆ Y | y ∈ Y

Uses: set Y of attributes, number n of attributes, procedure ComputeClosure

1 list ⟨A, B⟩ (e.g., print it on screen);
2 if B = Y or y > n then
3    return
4 end
5 for j from y upto n do
6    set M_j to N_j;
7    if j /∈ B and N_j ∩ Y_j ⊆ B ∩ Y_j then
8        set ⟨C, D⟩ to ComputeClosure(B, j);
9        if B ∩ Y_j = D ∩ Y_j then
10           put ⟨⟨C, D⟩, j⟩ to queue;
11        else
12           set M_j to D;
13        end
14    end
15 end
16 while get ⟨⟨C, D⟩, j⟩ from queue do
17    FastGenerateFrom((C, D), j + 1, {M_y | y ∈ Y});
18 end
19 return

in much the same way as the recursive CbO can be turned into NextClosure described in Section 2.2.1. We refer to [111] for details. And recall also that this way for obtaining formal concepts in the lexical order is yet more faster than the iterative NextClosure way from [49, 51], due to the employment of the new canonicity test. See performance comparisons in Section 2.5 for illustration.

More (complete) information on FCbO can be found in [111]. Let us conclude this section by just a tiny note on parallelization of FCbO. In fact, FCbO can be turned into a parallel (and distributed) algorithm in the very same way as the recursive CbO was turned into Parallel CbO (PChO), as described in Section 2.2.2 and [73, 74]. The parallel version of FCbO obtained this way shall be called Parallel Fast Close-by-One (PFCbO) [71].
2.2.4 Computing a single formal concept

To complete the algorithms described in the previous sections we have to add the procedure \texttt{ComputeClosure} common to all of the algorithms. The procedure efficiently computes a new formal concept from an existing one by enlarging its intent by adding an attribute to the intent and shrinking the extent of the concept at the same time. We will now describe the idea behind the algorithm of the procedure.

If $\langle A, B \rangle$ is a formal concept of $\langle X, Y, I \rangle$ then due to the monotony property of $\uparrow^\downarrow$, all formal concepts whose intents are strictly greater than $B$ can be written as $\langle (B \cup C)^\downarrow, (B \cup C)^\uparrow \rangle$, where $C \subseteq Y$ is a nonempty set of attributes $j \in Y$ such that there is at least one attribute $j \notin B$. In particular, if we consider $C = \{j\} \subseteq Y$ such that $j \notin B$, then

$$\langle (B \cup \{j\})^\downarrow, (B \cup \{j\})^\uparrow \rangle \tag{2.5}$$

is a formal concept such that $B \subset (B \cup \{j\})^\downarrow$ and $(B \cup \{j\})^\downarrow \subset A$ (by properties of $\uparrow$ and $\downarrow$). This is important from the computational point of view because if we want to compute the extent $(B \cup \{j\})^\downarrow$, it is sufficient to go exactly through all objects in $A$ which have in $I$ also attribute $j$:

$$(B \cup \{j\})^\downarrow = \{x \in A \mid \langle x, j \rangle \in I\} = A \cap \{j\}^\downarrow. \tag{2.6}$$

Similarly, and by the properties of $\uparrow$ and $\downarrow$, the intent $(B \cup \{j\})^\downarrow$ is formed by the common attributes of objects $x$ from (2.6):

$$(B \cup \{j\})^\uparrow = (A \cap \{j\}^\downarrow)^\uparrow = (\bigcup_{x \in A \cap \{j\}^\downarrow} \{x\})^\uparrow = \bigcap_{x \in A \cap \{j\}^\downarrow} \{x\}^\uparrow. \tag{2.7}$$

We have just outlined the idea behind the algorithm which efficiently computes formal concept (2.5) given formal concept $\langle A, B \rangle$ and attribute $j \in Y$ which does not belong to $B$. The corresponding procedure \texttt{ComputeClosure} is depicted in Algorithm 4. The proof of correctness of the algorithm is presented in [111].

We can plainly see that the worst-case asymptotic time complexity of Algorithm 4 is $O(|X| \cdot |Y|)$. This is clear because we go through each table entry of $(X, Y, I)$ at most once. However, in practical situations, the number of table entries we have to go through in order to compute the new formal concept is much smaller than $|X| \times |Y|$.

Note that, in comparison, the conventional, straightforward, methods for computing formal concept (2.5) are based on definitions (1.1) and (1.2) of the concept-forming operators. These methods are implemented by direct two-way algorithm which first computes the extent $(B \cup \{j\})^\downarrow$ which is further used to compute the intent $(B \cup \{j\})^\uparrow$. That means that the input data table is scanned twice. Contrary to that, our procedure \texttt{ComputeClosure}
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Algorithm 4: Procedure $\text{ComputeClosure}(\langle A, B \rangle, j)$

| Input   | formal concept $\langle A, B \rangle$, attribute $j \in Y$ such that $j \notin B$ |
| Output  | formal concept $\langle C, D \rangle$ |
| Uses    | set $Y$ of attributes, concept-forming operators $\uparrow$ and $\downarrow$ |

1. set $C$ to $\emptyset$;
2. set $D$ to $Y$;
3. foreach $x$ in $A \cap \{j\}^\uparrow$ do
   4. set $C$ to $C \cup \{x\}$;
   5. set $D$ to $D \cap \{x\}^\downarrow$;
4. end
7. return $\langle C, D \rangle$

goes through the table only once, relying on efficient implementation of sets and a single operation on sets: intersection. Since computing set intersections is generally more efficient than implementing the concept-forming operators, Algorithm 4 significantly outperforms the direct two-way algorithm. The efficient implementations of sets of objects and attributes and the intersection operation on the sets are presented in Section 2.3.1.

Moreover, we can easily abort the computation of concept $\langle C, D \rangle$ from Algorithm 4 if it turns out during the computation that the number of objects remaining in $A$ together with those satisfying $\langle x, j \rangle \in I$ is not sufficient to form an extent of a given minimal size, in scenarios where a minimal concept extent size is specified. This enables us, for instance, to compute formal concepts whose intents are the so-called frequent closed itemsets used in association rules mining (mentioned in the introduction Chapter 1). The frequency constraint here means exactly the minimal number of objects in the corresponding formal concept extent.

2.3 Efficiency issues

This section is devoted to issues which considerably affect the real performance of the algorithms. First the implementation issues of the algorithms, namely data representation and used data structures, and second the proper preprocessing of input data before the computation of formal concepts. The actual performance of the algorithms is evaluated in the next section.

2.3.1 Efficient data representation

As was already mentioned in the introduction Section 2.1 the actual performance of any algorithm heavily depends on its implementation. The implementation is then much determined by used data structures. In our implementations of all algorithms presented in this thesis we use 0/1 arrays
as basic data structures. Such data representation turned out to be very efficient.

The input data table corresponding to \( \langle X, Y, I \rangle \) is represented by a (linearly ordered) set of table rows. The set in this context is represented by a linear array of its elements. By a table row, corresponding to object \( x \in X \), we mean the set of attributes \( \{ x \}^\uparrow = \{ y \in Y \mid \langle x, y \rangle \in I \} \). Each table row is represented by the characteristic vector of the corresponding set of attributes. And the characteristic vector of a set in this context is represented by a 0/1 linear array, that is, a subset \( B \subseteq Y = \{0, 1, \ldots, n\} \) is represented by an \((n + 1)\)-element linear array \( b \) of 1s and 0s such that \( b[k] = 1 \) iff \( k \in B \) and \( b[k] = 0 \) iff \( k \notin B \). In fact, this representation of input data table, further denoted by \( \text{table} \), gives us a usual representation of a table in a computer by a two-dimensional array which corresponds with the usual table representation of a binary relation (\( I \) in our case) in the obvious way. That is, the array \( \text{table} \) is filled with 1s and 0s so that \( \text{table}[i,j] = 1 \) iff \( \langle i, j \rangle \in I \) and \( \text{table}[i,j] = 0 \) iff \( \langle i, j \rangle \notin I \).

Intents of computed formal concepts, as sets of attributes, are represented just like the table rows, i.e. by characteristic vectors of the sets. Extents, as sets of objects, however, are represented another way. Namely by (linearly) ordered lists of objects in the set. Actually, the first element of the list is the number of objects in the set (extent size) and the remaining elements are the addresses (pointers in low-level programming languages) of where input data table rows corresponding to the objects are stored in computer memory, rather than the objects themselves. This representation of extents turned out to be more beneficial and more efficient than the characteristic vector representation, above all in the single formal concept computation procedure \( \text{ComputeClosure} \) from Section 2.2.4, see below. Furthermore, to further increase the performance, the addresses of objects are stored in the list in the (ascending) order in which input data table rows corresponding to the objects are ordered in the table representation. This enables us to easily obtain the object index.

The data structures have been chosen with the aim to achieve the best possible performance of computing formal concepts by procedure \( \text{ComputeClosure} \), described in Section 2.2.4. In particular, the 0/1 arrays representing characteristic vectors of sets of attributes are stored in computer memory as the so-called bitarrays which are linear arrays of 32-bit or 64-bit integers (depending on the computer platform), where each bit represents presence/absence of an attribute in a set. The bitarray storage of sets of attributes (input data table rows and concept intents) allows us to quickly compute intersections of the sets, in particular input data table rows \( \{ x \}^\uparrow \) processed in the procedure, by using the bitwise “AND” operation which is commonly implemented as the low-level operation directly in microprocessors and other computing hardware. In addition to that, the used represen-
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tation of concept extents as lists of objects allows us to easily go through the objects having instant access to the table row corresponding to an object by its address in the computer memory. That is, for a concept \( \langle A, B \rangle \) and an attribute \( j \notin B \), \( C = A \cap \{j\}^\downarrow \) is computed so that we go through all objects \( x \) in the list of extent of \( A \) and test whether \( \langle x, y \rangle \in I \) in table. At the same time, we compute \( D \) by computing intersections of input data table rows \( \{x\}^\uparrow \) for all such \( x \).

The above described data structures are in more details discussed in [111, 135] and a detailed comparison of various (other) data structures used for computing formal concepts can be found in [76].

2.3.2 Input data preprocessing

The second efficiency issue that affects the real performance of the algorithms and that we will examine below is the input data preprocessing prior to the actual computation of formal concepts. Namely the ordering of objects and attributes of the input data.

First note that from the point of view of formal concepts and concept lattices themselves, the order of objects and attributes in which they appear in formal context is not essential [51]. Namely, one can reorder objects and attributes in an arbitrary way and both the set of all formal concept and the concept lattice remain the same. What only changes is the order of objects/attributes in extent/intent of formal concepts. From the computational point of view, however, it may happen that certain orderings yield better results, in terms of performance, in conjunction with particular algorithms for FCA, most importantly algorithms for computing formal concepts and concept lattice, than other orderings. From this point of view, in general, it is an important feature of the algorithms of whether their performance depends on the order of objects and attributes in the input formal context. We shall call an algorithm (permutation) resistant whenever all isomorphic copies (in the usual sense) of the input formal context require the same number of elementary computation steps in order to compute all formal concepts (or the concept lattice). I.e. put in other words, the number of the elementary computation steps is the same no matter how we rearrange rows and columns in the input data table. An elementary computation step here is represented by computation of a single formal concept. One can easily see that, e.g., Lindig’s UpperNeighbor algorithm [87] is resistant. On the other hand, our algorithms, and algorithms from the CbO-family in general, are not resistant (note that Ganter’s NextClosure is equivalent to CbO in this respect, see also Section 2.2.1). The order of attributes in input formal context has an impact on the performance of the algorithms since the canonicity test is driven by the order of attributes. As a consequence, a different order of attributes can yield different call trees (recall in Sec-
that may have different numbers of nodes. Therefore, it makes sense to consider different orders of attributes because the proper order can further reduce the number of formal concepts that are computed multiple times, thus improving the performance of the algorithms.

Without any further talking, the proper order of attributes for the CbO-family algorithms (including our algorithms) is such that the attributes in input formal context (columns of the data table) are sorted in the ascending order according to their support, that is the number of objects having a particular attribute. Formally, attributes $y \in Y$ of a formal context $\langle X, Y, I \rangle$ are sorted in the ascending order according to $|\{y\}|$. We call a formal context with attributes sorted in this way an ordered formal context [71]. The assertions in [71] then show that for an ordered formal context the canonicity test of both CbO and FCbO always succeeds for all attribute concepts (concepts generated by a single attribute, in the first level of recursion of the algorithms) provided that all attributes are distinct (i.e., all columns of the input data table are pairwise distinct). The expected impact on the call trees of the algorithms, their numbers of nodes and the number of formal concepts that are computed multiple times, is demonstrated in [71].

The obvious consequence is that in order to achieve better performance of the algorithms, it is desirable prior the computation to reorder the attributes in input data so that the data represent the ordered formal context. Indeed, our empirical experiments presented in [71] have shown that while processing ordered formal contexts, canonicity tests fail less frequently than in case of formal contexts containing inversions (with respect to the order) and with increasing number of inversions the average number of computed formal concepts grows. At the same time, however, due to this one should take into account whether an algorithm operates on the preprocessed data or the original data when evaluating and comparing algorithms for computing formal concepts, see the evaluations in Section 2.5.

Let us note that the above introduced ordering of attributes has already been used in [48]. But the purpose of the ordering there is much different. In [48], the authors need to use this particular ordering of attributes in their parallel version of Ganter’s NextClosure algorithm to achieve soundness of the algorithm (i.e. each formal concept is listed only once) and do not consider it otherwise. In our case, the ordering is used and further studied for the sake of increased efficiency and for this purpose our finding of the ordering is thus new.

Also, in addition to ordering attributes, objects of input formal context (rows of the data table) can also be ordered. Our experiments with the CbO-family algorithms on contexts of several sizes, densities (percentage of $\times$s or $1$s in the table) and origin (real and generated data) have indicated that the performance of the algorithms increases if objects (table rows) are ordered lexicographically according to the characteristic vector of the corresponding set of attributes of the object. The increase is, however, much smaller,
almost negligible, in comparison to the increase of performance in case of the ordering of attributes.

2.4 Attribute sorting algorithm

Motivations by the results of attribute ordering presented in the previous section and in [71], and elaborating on the idea, led us to a new algorithm for computing formal concepts. The algorithm is based on attribute sorting and formal context reduction performed after obtaining a new formal concept. I.e., unlike in the previous section where ordering of attributes was just a means of data preprocessing and was used for the input data exactly once before the computation, we utilize the ordering during the computation several times. This results in a conceptually new algorithm which, as we shall see, in terms of the number of formal concepts computed multiple times, outperforms \( CbO \) and also \( Fast \ CbO \) by an order of magnitude. The algorithm will be briefly described in this section, the detailed description can be found in [72].

First we need to introduce basic operations with formal contexts that are used to describe the algorithm. One of the distinguishing features of the algorithm is that during the computation, it transforms the initial formal context into other formal contexts by taking subsets of objects (context reduction operation) and grouping attributes (context clarification operation). In addition to that, the groups of attributes are sorted according to their support and equipped with a Boolean flag indicating whether a group is allowed to be present in intents of formal concepts computed in subsequent stages (as we will see, the flag supports the canonicity test).

In order to keep information about groups of attributes, we use particular formal contexts, called \( R \)-contexts, to represent input data. An \( R \)-context (derived from formal context \( \langle X, Y, I \rangle \)) is a triplet \( \langle X^\sharp, Y^\sharp, I^\sharp \rangle \) where \( X^\sharp \subseteq X \), \( Y^\sharp \subseteq 2^Y \) such that any \( B_1, B_2 \in Y^\sharp \) are nonempty either equal or pairwise disjoint \( (B_1 \cap B_2 = \emptyset) \) subsets of attributes from \( Y \) where for any \( x \in X^\sharp \) and \( B \in Y^\sharp \), \( (x, y_1) \in I \) iff \( (x, y_2) \in I \) holds true for all \( y_1, y_2 \in B \), and \( I^\sharp = \{ (x, B) \in X^\sharp \times Y^\sharp \mid (x, y) \in I \) for all \( y \in B \} \). If \( X^\sharp = X \), \( Y^\sharp = \{ \{ y \} \mid y \in Y \} \), and \( I^\sharp = \{ \langle x, \{ y \} \rangle \} \in X^\sharp \times Y^\sharp \mid \langle x, y \rangle \in I \}, \langle X^\sharp, Y^\sharp, I^\sharp \rangle \) is called an initial \( R \)-context (derived from \( \langle X, Y, I \rangle \)). Note that each \( R \)-context \( \langle X^\sharp, Y^\sharp, I^\sharp \rangle \) is a well-defined formal context in which attributes have natural interpretation as sets of attributes from the original formal context \( \langle X, Y, I \rangle \) which are indistinguishable in \( \langle X, Y, I \rangle \) (equal columns in the corresponding data table) provided we restrict ourselves only to objects from \( X^\sharp \). Note also that \( \langle X^\sharp, Y^\sharp, I^\sharp \rangle \) which results from \( \langle X, Y, I \rangle \) is fully given by the sets \( X^\sharp \) and \( Y^\sharp \) of objects and attributes, respectively. The binary relation \( I^\sharp \) can be determined from the original binary relation \( I \), thus not needed to be represented in computer memory. See [72] for
other basic properties of $R$-contexts. Finally, the concept-forming operators $\uparrow_I^I$ and $\downarrow_I^I$ induced by $R$-contexts are straightforward restrictions of the concept-forming operators $\uparrow$ and $\downarrow$ of original formal contexts (to $X^I$ and the union of sets $Y^I$ of attributes). The close relationship among them is presented in [72]. An example of $R$-context is presented in Example 2. From now on we describe further operations with formal contexts in terms of $R$-contexts instead of the original input formal contexts.

In general, $R$-context can contain two or more indistinguishable attributes. The algorithm, however, relies on grouping indistinguishable attributes together so that all attributes are distinct (we will see below why). The grouping is done by a process of clarification of $R$-context. Recall from [51] that a formal context $(X, Y, I)$ is called clarified if for any $y_1, y_2 \in Y$ it follows that $\{y_1\}^I = \{y_2\}^I$ implies $y_1 = y_2$ and dually for objects. Put in words, a clarified formal context in sense of [51] is a formal context where all columns in the corresponding object-attribute data table are distinct and dually for rows. The process of clarification then consists of removing duplicate columns and rows from the table. It is a well known fact that the concept lattice of a clarified formal context is isomorphic to the concept lattice of the original formal context.

Clarification of $R$-contexts performed by the algorithm applies to attributes of $R$-contexts only. The basic idea is the same as in [51], we produce a new $R$-context by putting together identical columns of the corresponding data table. Thus, for any $R$-context $(X^I, Y^I, I^I)$, a clarified $R$-context (which results from $(X^I, Y^I, I^I)$) has the same objects $X^I$ and attributes are unions of attributes in $Y^I$ (which are sets of original attributes from $Y$) for which columns of the data table corresponding to $(X^I, Y^I, I^I)$ given by the attributes are equal (i.e. $\{y_1\}^I = \{y_2\}^I$ for all pairs of attributes $y_1, y_2$ in the union). Hence such indistinguishable attributes are grouped together. The relation between the objects and the new attributes is obvious. The exact formal definition of clarified $R$-context can be found in [72], together with two basic properties (namely that each clarified $R$-context is a well-defined $R$-context and that the clarification of a clarified $R$-context does not change the $R$-context). An example of clarified $R$-context is presented in Example 2.

Remark 1 Notice that we do not consider clarification of objects (i.e., a clarified $R$-context may contain several objects having the same attributes), since it would not reduce the number of formal concepts computed multiple times and is thus not used in the presented algorithm.

A crucial operation of the algorithm is attribute sorting. In particular, for each $R$-context $(X^I, Y^I, I^I)$, we consider a partial order $\leq^I$ on $Y^I$ such that for any $y_1, y_2 \in Y^I$, $y_1 \leq^I y_2$ implies $|\{y_1\}^I| \leq |\{y_2\}^I|$. I.e., the same ordering of attributes according to their support introduced in the previous
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Note that, in general, \( \leq^t \) is not a linear order but it can be extended to a linear order by a well-known procedure of topological sorting. For the purposes of the algorithm, we identify some (but fixed) of the linear orders with a mapping which assigns to each attribute from \( Y^\sharp \) its numerical index which represents a position in an ordered list of attributes which are sorted according to the linear order:

\[
f: Y^\sharp \rightarrow \{0, \ldots, |Y^\sharp| - 1\}
\]

such that, for any \( y_1, y_2 \in Y^\sharp \),

\[
\text{if } f(y_1) \leq f(y_2) \text{ then } |\{y_1\}^{\downarrow\sharp}| \leq |\{y_2\}^{\downarrow\sharp}|. \quad (2.8)
\]

The clarified \( R \)-context in Example 2 is presented with attributes sorted according to such a mapping \( f \), in a (usual) way that if \( f(y_1) < f(y_2) \) then \( y_1 \) is depicted before \( y_2 \). (Note that in particular case of the example, there are two ways to define \( f \), since attributes \{1, 4\} and \{3\} have the same support. In such situations, we always consider an arbitrary, but fixed, \( f \) for the same \( R \)-context.)

Now, as already mentioned in the beginning of this section, an important distinguishing feature of the algorithm is that, unlike in the data preprocessing only approach from the previous section, we do not consider single \( \leq^\sharp \) (i.e., a single \( f \)) during the computation. The algorithm uses a particular reduction operation on \( R \)-contexts to reduce the problem of computing formal concepts of an \( R \)-context to the problem of computing formal concepts of several smaller \( R \)-contexts (the usual divide et impera scheme). After each reduction, we determine new \( f \) which applies to the reduced \( R \)-context. The input for the reduction is an \( R \)-context \( \langle X^\sharp, Y^\sharp, I^\sharp \rangle \) and the sets \( C \) and \( D \) of objects and attributes, respectively, of a formal concept \( \langle C, D \rangle \) of \( \langle X^\sharp, Y^\sharp, I^\sharp \rangle \) whose intent is nonempty, i.e. \( D \neq \emptyset \). The output is a sub-context of the \( R \)-context with objects taken from \( C \) and attributes being attributes in \( Y^\sharp \) which are not present in \( D \) (cf. the definitions of \( X^R \), \( Y^R \), and \( I^R \) in [72]). One can easily see that this is a well-formed \( R \)-context and we denote the clarification of it by \( \text{Reduce}(\langle X^\sharp, Y^\sharp, I^\sharp \rangle, C, D) \).

Furthermore, we assume that we are given a mapping \( f \) which determines the order of attributes in \( \langle X^\sharp, Y^\sharp, I^\sharp \rangle \) (see above). Since \( D \) is nonempty, we can denote by \( \min(D) \) the least attribute from \( D \) with respect to the order given by \( f \), i.e., \( \min(D) \in D \) such that \( f(\min(D)) \leq f(y) \) for all \( y \in D \). Each attribute \( B \) in the sub-context is then associated with a Boolean flag the value of which is set to true if \( f(B) \) is less than \( f(\min(D)) \). Put in words, an attribute \( B \in Y^\sharp \) will be given a true flag if it is not in \( D \) and if it stands before \( \min(D) \) in terms of the order of attributes. If \( B \) stands behind \( \min(D) \), the flag is not updated—attributes of the initial \( R \)-context have the flag equal to false. The meaning of the flag is that “at least one of the original attributes from \( B \) is not permitted to be used (at a certain level of computation)”. Compare this with the (new) attributes in the closure \( D \) of \( B \cup \{j\} \) which are not present in \( B \) and are “before \( j \)” w.r.t. the order in
which attributes are added to computed formal concepts in the canonicity tests of the recursive CbO described in Section 2.2.1 and Fast CbO described in Section 2.2.3. Indeed, this is a canonicity test, see the pseudocode of the algorithm below. In this respect it is also important to note that in the clarification of the sub-context, the flag of a new (grouped) attribute, which is a union of attributes in $Y^\sharp$, results by taking the logical “OR” of flags of all attributes in the union. Since all the attributes in the union are indistinguishable within the sub-context. That is why the clarification is necessary and all attributes must be distinct (also cf. the assertions for ordered formal context and canonicity tests of CbO and FCBO from [71] mentioned in the previous section).

**Remark 2** Note that in the original description of the algorithm in [72] the (numerical) flag is set to the size of $B$ with the meaning “exactly $n$ of the original attributes . . . ” and in the sub-context clarification sum of flags is taken. This is, however, not necessary for the algorithm since for the canonicity test the only important fact is whether at least one of the attributes in intent $D$ has its flag set.

The reduction (and clarification) of the R-context from Example 2 by formal concept $\langle C, D \rangle = \langle \{d, e\}, \{\{1, 4\}\} \rangle$ is presented in the same example below.

**Example 2** As an example, consider an input formal context $\langle X, Y, I \rangle$ with objects $X = \{a, \ldots, f\}$, attributes $Y = \{0, \ldots, 7\}$, and $I$ given by the table depicted in the top part of Figure 2.3. An R-context $\langle X^\sharp, Y^\sharp, I^\sharp \rangle$ derived from $\langle X, Y, I \rangle$ and the clarified R-context which results from $\langle X^\sharp, Y^\sharp, I^\sharp \rangle$ are depicted in the middle part of the figure. Notice that the original attributes 1 and 4 are distinguishable in $\langle X, Y, I \rangle$ by object $c$. On the other hand, they are indistinguishable on objects $\{b, d, e, f\}$, hence the (group) attribute $\{1, 4\}$ in $Y^\sharp$. During the clarification, only attributes $\{2\}$ and $\{7\}$ have been put together. Note also that attributes in the clarified R-context are sorted according to their support. Finally, a sub-context which can result from reduction (and clarification) of the R-context is depicted in the bottom part of Figure 2.3. Notice that during the reduction, attribute $\{6\}$ was given a true flag—depicted by the column corresponding to the (group) attribute with gray background color—since its position was before that of attribute $\{1, 4\}$ in the R-context.

Finally, we can present the algorithm. The main part of it is a recursive procedure COMPUTE the pseudocode of which is depicted in Algorithm 5. The procedure accepts as its argument a clarified R-context and during the computation it calls an auxiliary procedure CLOSURE whose pseudocode is depicted in Algorithm 6.
2.4. Attribute sorting algorithm

\[\langle X, Y, I \rangle \]

\[
\begin{array}{ccccccc}
  0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
\hline
  a & \times & \times & \times \\
  b & \times & \times & \times & \times \\
  c & \times & \times & \times \\
  d & \times & \times & \times & \times & \times \\
  e & \times & \times & \times & \times \\
  f & \times & \times & \times & \times \\
\end{array}
\]

\[\langle X^2, Y^4, I^2 \rangle \]

\[
\begin{array}{cccc}
  1, 4 & \{2\} & \{3\} & \{6\} \{7\} \\
\hline
  b & \times & \times & \times \\
  d & \times & \times & \times & \times \\
  e & \times \\
  f & \times & \times & \times \\
\end{array}
\]

\[
\text{clarified } \langle X^2, Y^4, I^2 \rangle \]

\[
\begin{array}{cccc}
  6 & \{1, 4\} & \{3\} & \{2, 7\} \\
\hline
  b & \times & \times \\
  d & \times & \times & \times \\
  e & \times \\
  f & \times & \times \\
\end{array}
\]

\[
\text{reduction (and clarification) of } \langle X^2, Y^4, I^2 \rangle \]

\[
\begin{array}{c}
  2, 6, 7 \\
\end{array}
\]

\[
\text{d e} \\
\]

Figure 2.3: Formal context (top), derived R-context and its clarification (two middle) and reduced (and clarified) R-context (bottom).

**Remark 3** Note that in the description and the pseudocode of the algorithm in \[72\], the flag of an attribute \(B\) of R-context is (formally) represented by the first item, denoted by \(n\), of a tuple \(\langle n, B \rangle\) which actually represents the attribute \(B\). For the sake of reducing the complexity of notation, in the pseudocode of procedure \textsc{Compute} below we represent the flag by the notation \(B.\text{flag}\).

Briefly, when invoked with (clarified) R-context \(\langle X^2, Y^4, I^2 \rangle\), procedure \textsc{Compute} first processes the formal concept (e.g., prints it on the screen or stores it) which consists of the set of objects \(X^2\) and the set of attributes \(Y \setminus \bigcup \{B \subseteq Y \mid B \in Y^2\}\) (cf. the notation \textit{INT}(\(K_I^Y\), \(Y\)) from \[72\]). I.e. all objects of the R-context and attributes which are not present in any (group) attribute of the R-context (recall above how a sub-context of R-context is created). Then, the procedure goes over all attributes in \(Y^2\) with \textit{false} flag and for each such attribute invokes procedure \textsc{Closure}. An easy inspection of the pseudocode in Algorithm \[6\] shows that the result of calling \textsc{Closure}(\(\langle X^2, Y^4, I^2 \rangle, B\)) is the formal concept of R-context \(\langle X^2, Y^2, I^2 \rangle\) generated by attribute \(B\), i.e., \(C = \{B\}^\downarrow I^2\) and \(D = C^\uparrow I^2\). Notice that Algorithm \[6\] utilizes attribute sorting together with the fact that \(\langle X^2, Y^2, I^2 \rangle\) is clarified. In that case, all attributes which belong to \(D\) must have their
Algorithm 5: Procedure \textsc{Compute}(\langle X^\sharp, Y^\sharp, I^\sharp \rangle)

\begin{algorithm}
\begin{algorithmic}
\State \textbf{Input:} \textit{R}-context \(\langle X^\sharp, Y^\sharp, I^\sharp \rangle\)
\State \textbf{Uses:} set \(Y\) of attributes, procedures \textsc{Closure} and \textsc{Reduce}
\State 1 list \(\langle X^\sharp, Y \setminus \bigcup \{B \subseteq Y \mid B \in Y^\sharp\} \rangle\) (e.g., print it on screen);
\State 2 \textbf{for} \(B \in Y^\sharp\) \textbf{do}
\State 3 \hspace{1em} \textbf{if} \(B\).\textit{flag} = \textit{false} \textbf{then}
\State 4 \hspace{2em} \textbf{set} \(\langle C, D \rangle\) to \textsc{Closure}(\(\langle X^\sharp, Y^\sharp, I^\sharp \rangle, B\));
\State 5 \hspace{2em} \textbf{if} \(\bigvee \{B.\textit{flag} \mid B \in D\} = \textit{false}\) \textbf{then}
\State 6 \hspace{3em} \textsc{Compute}(\textsc{Reduce}(\langle X^\sharp, Y^\sharp, I^\sharp \rangle, C, D));
\State 7 \hspace{2em} \textbf{end}
\State 8 \textbf{end}
\State 9 \textbf{return}
\end{algorithmic}
\end{algorithm}

indices strictly greater than or equal to \(f(B)\). This observation has already been made in \cite{71}. The formal concept \(\langle C, D \rangle\) then undergoes the canonicity test which succeeds iff the flags of all attributes in \(D\) are \textit{false} (recall the meaning of the flags above). In case of success, \textsc{Compute} just invokes itself with reduced (and clarified) formal context which results from \(\langle X^\sharp, Y^\sharp, I^\sharp \rangle\) by \(C\) and \(D\).

In order to compute all formal concepts of formal context \(\langle X, Y, I \rangle\), procedure \textsc{Compute} has to be invoked with \textsc{Reduce}(\(\langle X^\sharp, Y^\sharp, I^\sharp \rangle), X, X^\downarrow I^\sharp\)) as the argument, where \(\langle X^\sharp, Y^\sharp, I^\sharp \rangle\) is the initial \textit{R}-context derived from \(\langle X, Y, I \rangle\). Put in words, \textsc{Compute} has to be invoked with the clarification of the initial \textit{R}-context derived from \(\langle X, Y, I \rangle\) without attributes shared by all objects \(X^\downarrow I^\sharp\)—the procedure then stores (as the first step) the first formal concept consisting of all objects and those attributes. The proof of soundness of the algorithm, i.e. that with such input data it lists all formal concepts, each of them exactly once, is provided in \cite{72}. \cite{72} also includes an illustrated full running example demonstrating the behavior of procedure \textsc{Compute}.

The asymptotic worst-case time complexity of Algorithm 5 is the same as in case of \textit{CbO} and \textit{FCbO} algorithms (Sections 2.2.1 and 2.2.3), i.e., \(O(|B(X, Y, I)| \cdot |X| \cdot |Y|^2)\). See \cite{72} for a brief analysis. In case of time delay \cite{63}, the algorithm has the same polynomial time delay \(O(|Y|^3 \cdot |X|)\) as \textit{CbO}, cf. \cite{84}. The argument remains the same as in case of \textit{CbO}.

More interesting is comparison of the algorithm with \textit{CbO} and \textit{FCbO} in terms of formal concepts which are computed multiple times. Figure 2.4 shows a call tree for both \textit{CbO} and \textit{FCbO} (applied to input formal context from the running example in \cite{72}). Recall that a call tree depicts computations of \textit{FCbO}/\textit{CbO} where black/gray square leaf nodes labeled by formal concepts represent branches of computation where the concepts are computed but fail the canonicity test. The black nodes and bold edges cor-
Algorithm 6: Procedure \textsc{Closure}((X^♯, Y^♯, I^♯), B)

\begin{algorithmic}
\State \textbf{Input} : clarified $R$-context $(X^♯, Y^♯, I^♯)$, attribute $B \in Y^♯$
\State \textbf{Output}: formal concept $(C, D)$
\State \textbf{Uses} : mapping $f$ determining the order of attributes in $(X^♯, Y^♯, I^♯)$
\State $C = \{x \in X^♯ \mid \langle x, B \rangle \in I^♯\}$;
\State $D = \{y \in Y^♯ \mid f(B) \leq f(y)\}$;
\For{$x \in C$}
  \For{$y \in D$}
    \If{$\langle x, y \rangle \not\in I^♯$}
      \State remove $y$ from $D$;
    \EndIf
  \EndFor
\EndFor
\State return $(C, D)$
\end{algorithmic}

respond to both $CbO$ and $FCbO$ while the gray nodes and dotted edges correspond only to $CbO$. We can see from the tree that $FCbO$ computes 7 formal concepts which fail the (additional) canonicity test and are thus computed multiple times and for $CbO$ the number of computed concepts which fail the canonicity test is even 19 (the number of formal concepts of the corresponding formal context is 11). Algorithm 5 computes for the corresponding input formal context just a single formal concept twice, namely $R_3$ (its $R$-context pre-image, to be precise), i.e. commits just a single canonicity test fail! This is a really significant improvement. Section 2.5 below then shows a brief experimental evaluation of average behavior of Algorithm 5 compared to $CbO$ and $FCbO$ using various data sets which shows an interesting tendency that the numbers of formal concepts computed multiple times by the algorithm are much smaller.

2.5 Experimental evaluation

In this section we briefly illustrate the performance of the above described algorithms and compare them with other algorithms for computing formal concepts \cite{84, 126}. More rigorous performance evaluations can be found in the papers on the algorithms from which the following results are borrowed.

We show the results from three experiments. In the first two of them we were interested in the performance of algorithms measured by running time and compared the performance of the recursive $CbO$, $PCbO$ and $FCbO$ algorithms with algorithms in literature commonly used as referential, Ganter’s NextClosure \cite{49, 51} and Lindig’s NextNeighbor \cite{87}, and also to Berry’s al-
In the third experiment we measured and compared the total numbers of formal concepts computed by \((\text{recursive}) \CbO, \text{FCbO}\) and the attribute sorting algorithm. The experiments were done on several public real-world benchmark datasets from the UCI Machine Learning Repository \([6]\), the UCI Knowledge Discovery in Databases Archive \([61]\) and also our own dataset describing software packages in the Debian GNU/Linux operating system distribution.

In the first experiment, borrowed from \([111]\), we in addition compared \(\text{FCbO}\) and (\(\text{recursive}\) \CbO) also in terms of the total number of computed formal concepts, in order to evaluate the influence of the new canonicity test introduced in \(\text{FCbO}\) (see Section 2.2.3). The results are depicted in Table 2.1 along with the information on size and density (percentage of ×s or 1s in the dataset table) of used datasets and the number of formal concepts in the datasets. Note that in this experiment we applied the preprocessing step of ordering attributes of the dataset table according to their support prior to computation, as described in Section 2.3.2, in order to further lower the total number of computed formal concepts (\(#\)closures in Table 2.1). The numbers for the case without the ordering of attributes are included in results of the third experiment below.

First note that both (\(\text{recursive}\) \CbO and \(\text{FCbO}\) significantly outperform the \text{NextClosure} algorithm. The huge performance gain is due to (1) the different order of computed formal concepts and (2) more efficient computation of formal concepts, described in Section 2.3.1. Next, we can see that \(\text{FCbO}\) outperforms (\(\text{recursive}\) \CbO), both in terms of the number of computed formal concepts and the running time. Here, the performance gain is due to the new canonicity test which avoids a large number of formal concepts to be computed multiple times, see the numbers of concepts computed by \(\text{FCbO}\) and \CbO in the table. \(\text{FCbO}\) is typically faster than \CbO, since the total
Table 2.1: Performance (in seconds) and total numbers of formal concepts computed by \CbO and \FcbO for selected datasets.

<table>
<thead>
<tr>
<th>dataset</th>
<th>mushroom</th>
<th>anonymous web</th>
<th>adult</th>
<th>internet ads</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>8124 × 119</td>
<td>32710 × 295</td>
<td>48842 × 104</td>
<td>3279 × 1557</td>
</tr>
<tr>
<td>density</td>
<td>19.33 %</td>
<td>1.02 %</td>
<td>8.65 %</td>
<td>0.88 %</td>
</tr>
<tr>
<td>#concepts</td>
<td>238710</td>
<td>129009</td>
<td>180115</td>
<td>9192</td>
</tr>
</tbody>
</table>

NextClosure time | \CbO time | \FcbO time | #closures computed by \CbO | #closures computed by \FcbO |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>53.891</td>
<td>0.508</td>
<td>0.340</td>
<td>1321524</td>
<td>299201</td>
</tr>
<tr>
<td>243.325</td>
<td>0.238</td>
<td>0.240</td>
<td>785394</td>
<td>398147</td>
</tr>
</tbody>
</table>

Table 2.2: Performance of \PcbO and other algorithms for selected datasets (real running time, in seconds; time in parentheses represents total running time used by all processes together).

<table>
<thead>
<tr>
<th>dataset</th>
<th>mushroom</th>
<th>tic-tac-toe</th>
<th>Debian tags</th>
<th>anonymous web</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>8124 × 119</td>
<td>958 × 29</td>
<td>14315 × 475</td>
<td>32710 × 295</td>
</tr>
<tr>
<td>density</td>
<td>19 %</td>
<td>34 %</td>
<td>&lt; 1 %</td>
<td>1 %</td>
</tr>
</tbody>
</table>

\PcbO \((P = 1)\) \(4.89\) \(0.06\) \(7.79\) \(40.32\)
\PcbO \((P = 2)\) \(2.78(5.16)\) \(0.04(0.07)\) \(5.52(9.34)\) \(22.16(43.33)\)
\PcbO \((P = 4)\) \(1.90(5.39)\) \(0.03(0.07)\) \(3.65(10.88)\) \(13.38(47.81)\)
\PcbO \((P = 8)\) \(1.18(5.58)\) \(0.02(0.07)\) \(2.51(11.08)\) \(8.09(46.68)\)

NextClosure \(834.40\) \(2.15\) \(1720.82\) \(10039.73\)
NextNeighbor \(5271.98\) \(14.53\) \(2639.67\) \(13422.64\)
Berry’s        \(934.50\) \(5.78\) \(1531.94\) \(3615.07\)

number of computed formal concepts directly influences the performance of the algorithms. But notice that in the worst case \FcbO collapses into \CbO (cf. Section 2.2.3). For further experiments on the impact of the new canonicity test in \FcbO (e.g. frequency/rate of successful tests) and its performance comparison to \CbO and other well-known algorithms on both real and artificial (randomly generated) datasets, see [71, 111].

In the second experiment, borrowed from [74], we focused mainly on scalability of the \PcbO algorithm, i.e. the growth of the algorithm’s performance (in terms of decrease of running time) with respect to the growing number of processes used for computing formal concepts in parallel. The results are depicted in Table 2.2 and Figure 2.5 again along with the information on size and density of used datasets.

We can see that \PcbO outperforms the other compared algorithms by several magnitudes. This is not surprising. More interesting are the \PcbO alone times regarding the scalability. The first four rows in Table 2.2 contain running times of \PcbO that has been run in 1 (which equals the sequential version, recursive \CbO), 2, 4, and 8 processes. We can see the expected speedup (decreasing running time) of the algorithm when increasing the number \(P\) of processes. Furthermore, for \(P > 1\), the rows contain also total running time, written in parentheses, used by all processes together to compute all formal concepts. This time allows us to make a rough estimate of
the overhead that is needed to manage the (multiple) processes: the overhead can be computed as the real running time minus the total running time divided by $P$. As expected, larger values of $P$ lead to larger overhead.

For the sake of illustration, we include also a graphical depiction of the speedup, in Figure 2.5 (also borrowed from [74]). By a relative speedup which is shown on $y$-axis of the graph in the figure we mean the theoretical speedup given by the number of processes (e.g., if we have 4 processes, the execution can be 4 times faster). Therefore, the relative speedup is a ratio of running time using a single process and running time using multiple processes. Note that the theoretical maximum of speedup is equal to the number of used processes but real speedup is always smaller due to the overhead needed to manage the processes (cf. also Table 2.2). Nevertheless, from the point of view of the speedup, we can see from the graph that the real speedup of the PCbO algorithm is near its theoretical limits. See [73, 74] for further experiments on the scalability, speedup and overhead of PCbO (and PFCbO, in [71]), as well as the utilization of processes, i.e. the workload distribution schemes and numbers of formal concepts computed by processes, on both real and artificial (randomly generated) datasets.

The third experiment again focuses on the total number of computed formal concepts since, as seen above in the first experiment, it is a feature significantly affecting performance of all algorithms in the CbO-family. In this experiment, however, Table 2.3 shows the numbers, besides for the (recursive) CbO and FCbO algorithms, also for the attribute sorting algorithm (Algorithm 5 from Section 2.4). Note that for results of CbO and FCbO the table contains two rows: the rows labeled “(ordered)”, as opposed to the rows without this label, present the numbers for the case when the additional preprocessing step of ordering attributes of input data table according to their support is applied prior to computation (cf. Section 2.3.2). First of all, it follows from the table that the attribute sorting algorithm needs to compute considerably less formal concepts than the other algorithms, namely CbO and also FCbO. Apparently, the new method of com-
2.6 Summary and topics for future research

Table 2.3: Total numbers of formal concepts computed by $CbO$, $FCbO$ and attribute sorting algorithm for selected datasets.

<table>
<thead>
<tr>
<th>dataset</th>
<th>Debian tags</th>
<th>anonymous web</th>
<th>mushroom</th>
<th>tic-tac-toe</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>14315 × 475</td>
<td>32710 × 295</td>
<td>8124 × 119</td>
<td>958 × 29</td>
</tr>
<tr>
<td>#concepts</td>
<td>38977</td>
<td>129099</td>
<td>238710</td>
<td>59505</td>
</tr>
<tr>
<td>attribute sorting</td>
<td>44221</td>
<td>135925</td>
<td>246181</td>
<td>65567</td>
</tr>
<tr>
<td>$FCbO$ (ordered)</td>
<td>298641</td>
<td>398147</td>
<td>299201</td>
<td>89930</td>
</tr>
<tr>
<td>$CBO$ (ordered)</td>
<td>679911</td>
<td>1475341</td>
<td>426563</td>
<td>128434</td>
</tr>
<tr>
<td>$Cbo$</td>
<td>960106</td>
<td>785394</td>
<td>1321524</td>
<td>185738</td>
</tr>
<tr>
<td>$Cbo$</td>
<td>12045680</td>
<td>27949552</td>
<td>4006498</td>
<td>221608</td>
</tr>
</tbody>
</table>

Computing formal concepts can reduce the total number of computed formal concepts by several orders of magnitude. The factor of improvement depends on many aspects, notably the size and density of input data. In case of large and sparse datasets like anonymous web and Debian tags, the algorithm needs to compute only a small fraction of concepts multiple times—in a strong contrast to $CbO$, in particular. As for the preprocessing of input data by ordering attributes according to their support, Table 2.3 confirms (for $CbO$ and $FCbO$) that this action alone also lowers the numbers of formal concepts computed multiple times, as discussed in Section 2.3.2. The differences in total numbers of computed formal concepts are apparent again for large and sparse datasets and, obviously (due to the new canonicity test), are much larger for $CbO$ than for $FCbO$. Note that these tendencies, both for the attribute sorting algorithm and the input data preprocessing step only, are quite general. For the algorithm, they are further illustrated in [72] on artificial (randomly generated) data of fixed size with various densities and data with growing number of attributes (interestingly, the number of objects has no noticeable impact).

Further experiments on various aspects of the particular algorithms based on (the recursive) $CbO$ can be found in [71].

2.6 Summary and topics for future research

We have summarized new algorithms for computing formal concepts from object-attribute relational data. From the many algorithms developed in the past and known from the literature our algorithms differ by their performance efficiency. The algorithms, with the exception of the last one, are based on a recursive version of Kuznetsov’s Close-by-One ($CbO$) [80, 79, 81] algorithm and as such they use a so-called canonicity test to ensure that, while computed multiple times, formal concepts are listed exactly once, in a unique order. The order is more efficient than the lexical order used by Ganter’s $NextClosure$ algorithm [49, 51]. We call algorithms using the $CbO$’s canonicity test, including our new algorithms, the $CbO$-family algorithms. The recursive version of $CbO$ [35], upon which the algorithms summarized
in the previous sections are based, has been presented in Section 2.2.1. \( CbO \)
(without the tree of computed formal concepts from the original description)
was formulated as a recursive procedure which is much closer to the actual
implementation than the original description of the algorithm in [81] using
backtracking.

Then, in Section 2.2.2 we have presented a parallel version of the recursive
\( CbO \), Parallel \( CbO \) (PCbO), which can be run in multiple independent pro-
cesses on multiple processor cores or processors. The computation of formal
concepts is parallelized in such a way that disjoint sets of them can be com-
puted simultaneously (independently) with virtually no overhead (requiring
no synchronization) and without increasing the overall asymptotic time com-
plexity of the algorithm. This indeed has a positive impact on performance
and scalability of the algorithm. With growing number of processes, the
speedup of the computation is near its theoretical limit.

Finally, in Section 2.2.3 we have described an algorithm, called \( Fast \ CbO \)
(FCbO), which improves the recursive \( CbO \) by introducing a new canonicity
test. The first part of the test is performed before a new formal concept is
computed, eliminating thus the computation of formal concepts for which
the original canonicity test in \( CbO \), the second part of the test, would fail.

The new test, while maintaining virtually neglecting overhead, again does
not increase the overall asymptotic time complexity of the algorithm. How-
ever, compared to \( CbO \), FCbO significantly reduces the number of computed
formal concepts due to the new test and hence delivers results faster than
\( CbO \). Furthermore, the same way the recursive \( CbO \) was turned into PCbO,
FCbO can be turned into a parallel algorithm, resulting in the PFcBO al-
gorithm.

To complete the descriptions of the previous algorithms, we added a fast pro-
cedure for computing a single (the new) formal concept from another one,
the critical procedure for the algorithms, in Section 2.2.4. We took advan-
tage of efficient bitwise level data representation of input data and intents
of formal concepts to have the procedure as efficient as possible. The im-
plementation issues, bringing a cutting-edge performance of the algorithms,
have been clarified and addressed in Section 2.3.1.

We have also seen, in Section 2.3.2, that the overall performance efficiency of
the algorithms can be further increased by preprocessing input data prior to
actual computation by sorting and processing attributes in a proper order.
Namely, if processing input data with attributes sorted in the ascending
order according to their supports, i.e., the number of objects having the
attribute, canonicity tests of the algorithms tend to fail less frequently than
in case of data containing violations to this order. This indeed results in
decreasing the number of formal concepts computed multiple times.

Motivated by this observation, extended to successive attribute ordering
(i.e., not just once before the computation) and reduction of the processed
part of input data after each formal concept computation and listing, and
combined with basic ideas of (the recursive version of) the \(CbO\) algorithm, we came up with a conceptually novel approach to computing formal concepts. The algorithm exploiting it, \textit{attribute sorting} algorithm, has been presented in Section 2.4. In terms of the number of formal concepts computed multiple times, the algorithm further significantly outperforms the algorithms from the \(CbO\) family, including \(CbO\) and even \textit{Fast CbO}. The number reduces down to a small fraction of the total number of computed formal concepts, keeping the overall theoretical time complexity of the algorithm the same as of the other \(CbO\)-family algorithms.

Some results from experimental evaluations of the performance and other aspects of the summarized algorithms have been presented in Section 2.5 with references to papers for more evaluations. Results from the evaluations (not only those included but all we performed) show that our algorithms outperform almost all other algorithms for computing formal concepts from the literature, often by magnitudes, even if well implemented. While those algorithms can process in reasonable time (up to an hour on contemporary commodity computers) data of size up to thousands to tens thousand of objects and a hundred of attributes, our algorithms, properly implemented, allow to process in reasonable time data of size one factor larger, i.e. going to tens to hundreds thousand of objects and hundreds to thousands of attributes. In fact, a single performance competitor algorithm up to date, to our knowledge, is the \textit{InClose2} algorithm \cite{Andrews2009} recently developed by Andrews. Let us also note that the \textit{FCbO} algorithm, described in Section 2.2.3, became the winner in a formal concepts computing performance competition held within the conference \textit{ICCS 2009}, one of the main conferences devoted to FCA, in Moscow in 2009.

Our performance tuned implementations of all the algorithms, recursive \(CbO\), \(PCbO\), \(FCbO\), \(PFChO\), and the \textit{attribute sorting} algorithm, including all above described efficiency-related improvements, can be downloaded from

\url{fcalgs.inf.upol.cz}

There are many topics for future research which are outlined in our papers. Here we list only the most interesting:

- optimizations of the algorithms and, in particular, used data structures for sparse input data (density less than 5\%), which are common for real datasets,

- mitigation of the worst-case time complexity estimation and the average-case time complexity analysis of the algorithms,

- incremental (update) variants of the algorithms, i.e. variants computing (updating) the set of formal concepts of input data that grows
(object by object); actually, we already have the most recent results on this topic, see [106, 107],

- extending the algorithms to compute the cover relation on the set of formal concepts, i.e. the concept lattice, of input data; also on this we already have the most recent results in [106, 107],

- (more) performance comparisons with various recently developed algorithms for computing formal concepts and concept lattice, in particular InClose2 [4] and Addintent [93],

- special variants of the algorithms focused to solve particular problems related to FCA, e.g. factorization of binary (Boolean) matrices in Boolean matrix factorization (BMF) [27]; actually, BMF by means of FCA is utilized in Section 3.2 in Chapter 3 and the algorithm for computing factors used there is such a variant (uses the fast procedure for computing a single formal concept and the implementation uses the performance efficient data structures),

- generalizations of the algorithms for data with more general attributes than binary, e.g. graded (fuzzy) attributes.

The algorithms for computing formal concepts described in this chapter have been presented at the main conferences devoted to FCA: CLA 2008 (PCbO), ICCS 2009 (FCbO) and CLA 2010 (FCbO, PFbO), with publications in the conference proceedings. Extended versions of the respective papers have been published in the Annals of Mathematics and Artificial Intelligence (PCbO, attribute sorting algorithm) and Information Sciences (FCbO).
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Applying formal concepts

3.1 Inducing decision trees via formal concepts

3.1.1 Introduction

In the second main part of the thesis we present two applications of formal concepts and FCA, the first one in the area of classification of data, in particular decision tree induction.

Decision trees and their induction is one of the most important and thoroughly investigated methods of machine learning \cite{13,120,130}. Machine learning is one of the major fields in artificial intelligence which concerns with the development of methods and techniques that allow machines to “learn”. Decision trees, being an efficient and most often used classification models of data (with any type attributes), support machine learning in the problem of decision making. A decision tree is typically used for a classification of objects of data into a given set of classes based on attributes of the objects. Due to this task, decision trees have also more descriptive names of classification trees or regression trees in the case of discrete or continuous class labels, respectively. For decision tree induction, or construction, many algorithms have been proposed in the literature, see e.g. \cite{122,130} for an overview. The best-known and most applied algorithms, ID3 and \textit{C4.5} \cite{120,121}, use local information about objects and their given classes to decide which objects will be covered by a tree node being created in each step during the construction of the tree.

This section is devoted to a novel method of decision tree induction from data with binary attributes (or any type after a transformation to binary, see a note below) utilizing certain formal concepts of input data as nodes of the decision tree constructed from the data. Using formal concepts as nodes of a decision tree is a straightforward idea because both formal concepts and decision tree nodes represent collections (clusters) of objects in input data defined by having the same values for certain attributes. A challenge,
however, consists in how to select the right formal concepts for decision tree nodes. Namely, one cannot directly use all formal concepts in the input data along with their hierarchy, i.e. the concept lattice of the data (obviously) without the least formal concept, as a decision tree induced from the data, just because the concept lattice (without the least element) is not a tree, in general. Nevertheless, one can attempt to consider the concept lattice (without the least formal concept) as a collection of overlapping trees (see [15, 16] for results on input data properties for the concept lattice without the least element to be a tree). The selection of the formal concepts, and thus the problem of construction of a decision tree, then can be reduced to the problem of selection of one of those trees. Our method is, conceptually, based on this idea, but, contrary to the cover relation on formal concepts which usually is the output of algorithms for computing concept lattice, we use a (partial order) relation on the set of computed formal concepts which is in general larger than the cover relation.

To compute the formal concepts and the partial order relation we can use a modified CbO algorithm described in Section 2.2.1, 2.2.2 or 2.2.3 with all its advantages described in other sections of Chapter 2 (though, in [14], on which this section is based, we use a modified Lindig’s NextNeighbor algorithm). Experimental evaluation of our method indicates good classification performance of the method, in that it compares to standard decision tree induction and machine learning methods, outperforming some of them. The method is briefly described in Section 3.1.3. Selected results from the experimental evaluation and comparison with the decision tree induction and machine learning methods like ID3 or C4.5 on public real-world benchmark datasets is included in Section 3.1.4. For a more detailed description and more experiments, see [13, 14, 109].

It is important to note that the whole approach of utilizing formal concepts, concept lattices and other instruments of FCA in machine learning and classification, in particular, is not new. Means of FCA have already been in various ways proposed in several machine learning methods in the literature. A well-known approach utilizing particular formal concepts of input data is described in [82] which presents a model of learning from positive and negative examples. Another approach of selecting neighbor formal concepts in concept lattice for classification of unknown objects is presented in [62]. Other approaches are presented, for instance, in [34], describing GALOIS, a clustering method based on concept lattices, or in [92], where the authors use FCA in their IGLUE method for selection and transformation of attributes which are then used to solve a decision problem by k-nearest neighbor clustering. See [47] for a survey and comparison (in theory and experiments) of several FCA-based classification algorithms which are commonly called lattice-based or concept-based learning techniques in data mining [45, 113]. According to these attempts the approach of utilizing formal concepts and concept lattices in classification and machine learning in
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Compared to these approaches, the main novelty of our method is in the utilization of the closure properties of formal concepts and the partial order relation on the set of formal concepts directly in the process of construction of the decision tree. Unlike as a preprocessing step (prior to decision tree construction, for instance) or a basis for a new machine learning method. As discussed above, formal concepts and their order have many in common with decision tree nodes and edges.

3.1.2 Preliminaries in decision trees

Before going to the description of our decision tree induction method, let us very briefly recall decision trees basics. More thorough introduction to decision trees and their induction can be found in any literature cited in the end of this section.

In theory, a decision tree can be considered as a tree representation of a function over variables which takes a finite number of values. The function is partially described by assignment of function values to vectors of values of the variables. In decision trees, function values are called class labels, variables are called attributes and the vectors of values of variables represent records which we identify with objects. Such an assignment is usually represented by a (data) table with rows corresponding to objects (records), columns corresponding to attributes (variables) and for each object containing values of attributes and the class label (function value) assigned to the object (usually given in the last column). For example, the data table (table rows) in Figure 3.1 (top) partially describes a function \( f : A \times B \times C \rightarrow D \) over three variables \( A \), \( B \) and \( C \) which take values good and bad (\( A \)), yes and no (\( B \)) and true and false (\( C \)), respectively. The set \( D \) of function values consists of values yes and no. The decision trees depicted in Figure 3.1 (bottom) represent two functions, both of which are extensions of \( f \).

In common depictions of decision trees as in Figure 3.1, each non-leaf tree node of a decision tree is labeled by a (circled) attribute, called splitting attribute for this node. Such node represents a test, according to which the collection of objects covered by the node (all objects of data for the tree root node) is split into \( v \) sub-collections which correspond to \( v \) possible outcomes of the test. In the basic setting, the outcomes are represented by values of the splitting attribute, thus a sub-collection contains objects having the particular splitting attribute value. Tree edges connecting the node with nodes corresponding to the sub-collections are labeled by the values. Finally, leaf nodes of the tree, labeled by a (rectangled) class label, represent collections of objects all of which, or the predefined majority of which, have the (same) class label (the latter is a common practice used to avoid the problem of insufficient generalization and “overfitting” of the tree,
Having a data table partially describing an unknown function, the goal is to construct a decision tree that approximates the function with a desired accuracy. This means that for an object described by its attribute values, the class label assigned by the decision tree to the object is the class label assigned to the object by the function. This is called a decision tree induction problem. In the example above, both decision trees assign right, i.e. according to the function they approximate, class labels to all objects in the table. Thus, in practice, decision trees are used to classify objects into classes based on class labels of the objects. A good decision tree is, however, supposed to classify correctly not only the objects described by the input data table, but also previously, during the decision tree induction phase, “unseen” objects—that means to provide a good generalization of classification. Commonly, the input data table is called a training data set, and the data table containing the unseen objects a testing data set. The training data set is used to induce a decision tree and the testing data set is then used to evaluate the performance and further use of the induced decision tree. To provide a good generalization and avoid the problem of “overfitting” ([98] (“overlearning”), where the induced decision tree classifies well (perfectly) the training data set but poorly the testing data set, the aim is to induce a minimal possible tree (in the number of tree nodes) among those which correctly classify the training data set, leaving room for the generalization. The preference of smaller trees also intuitively follows from the so-called Occam’s Razor principle according to which the best solution

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>( f(A, B, C) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>good</td>
<td>yes</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>good</td>
<td>no</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>bad</td>
<td>no</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>good</td>
<td>no</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>bad</td>
<td>yes</td>
<td>true</td>
<td>yes</td>
</tr>
</tbody>
</table>
from equally satisfactory ones is the simplest one. Many algorithms for induction of decision trees were proposed in the literature, see e.g. [100, 121, 122, 130]. A strategy commonly used consists of constructing a decision tree in a top-down fashion, from the root node to the leaves, by successively splitting existing nodes and creating new ones. I.e., following the description of decision trees above, in basic setting, for every node, a splitting attribute is chosen to split the collection of objects covered by the node into the sub-collections which correspond to values of the splitting attribute. For every such value, a new node is then attached as a child to the node for which the splitting attribute has been chosen. The process continues recursively until all objects corresponding to any (leaf) node, or a predefined majority of them, belong to the same class. A critical point in this strategy is the selection of splitting attributes. There have been proposed many approaches for the selection. These include the well-known and most often implemented approaches based on entropy measures, Gini index and (mis-)classification error, implemented in the best-known decision tree induction algorithms ID3 and C4.5 [120, 121], or other measures defined in terms of the class distribution of objects before and after splitting, see [100, 121, 122, 130] for overviews.

3.1.3 Decision tree induction method

In this section we summarize our method of decision tree induction. For details, in particular a full description of the algorithm of the method with a pseudocode of the algorithm, we refer to [14].

But before delving into the own description of the method, let us make a small note on input data (attributes) type and its transformation. In machine learning and classification (and in decision trees at particular), the input data attributes are of various types, very often categorical one. To utilize Formal concept analysis (FCA) with the input data, we need first to transform the (categorical) attributes to binary attributes because, in its basic setting, FCA works with binary attributes. A transformation of input data which consists in substituting non-binary attributes by binary ones which we use is the conceptual scaling [51], mentioned in the introduction to Chapter 1. Obviously we need not transform the class labels assigned to objects in input data because we compute formal concepts over attributes only.

To illustrate the decision tree induction method described below, we will use the input data from Figure 3.2 (top), borrowed from [14]. The data table contains sample animals described by attributes body temperature, gives birth, fourlegged, hibernates, and mammal, with the last column containing class labels assigned to the animals. After an obvious transformation (nominal scaling) of the attributes, we obtain the data depicted in Figure 3.2.
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<table>
<thead>
<tr>
<th>animal</th>
<th>body temp.</th>
<th>gives birth</th>
<th>fourlegged</th>
<th>hibernates</th>
<th>mammal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>warm</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>bat</td>
<td>warm</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>cold</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>eagle</td>
<td>warm</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>guppy</td>
<td>cold</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

Figure 3.2: Input data table (top) and corresponding data table for FCA (bottom).

In the following, the data will be in an obvious way formally represented by a formal context \( \langle X, Y, I \rangle \) (see Section 1.1). Formal concepts utilized in the method are computed from data which we obtain after such transformation and discard the class labels.

**Step 1 – computing a partially ordered set of formal concepts**

We can now approach the first step of our method of decision tree induction—computing (and storing) formal concepts from input data and determining our partial order relation on the concepts which we will use for the constructed decision tree. Recall that in a decision tree nodes cover some collection of objects which is split creating other nodes which cover smaller collections of objects. Similarly, for formal concepts and the partial order relation on them modeling the subconcept-superconcept hierarchy (i.e. in a concept lattice, cf. \( \langle 1.3 \rangle \) in Section 1.1), smaller concepts (subconcepts) result by adding attributes to (the intent of) larger concepts (superconcepts) and, due to this refinement, smaller concepts cover smaller collection of objects than larger concepts. Thus, for constructing a decision tree from input data in a common top-down fashion we need an algorithm which iteratively computes smaller formal concepts from a larger formal concept, starting with the largest one (which covers all objects). Moreover, in a decision tree collections of objects covered by nodes are split until the covered objects, or the predefined majority of the objects, have the same assigned class label. Hence, when computing smaller formal concepts we also need not refine formal concepts which cover those objects (or the predefined majority of them) that have the same class label.

Such an algorithm, which we used in \( \langle 13, 14 \rangle \), is for instance the well-known Lindig’s `NextNeighbor` \( \langle 87 \rangle \) algorithm for computing concept lattice. The algorithm is used in \( \langle 13, 14 \rangle \) with the following required modifications. First,
as noted above, we do not compute smaller formal concepts from a formal concept which covers (whose extent contains) objects, or the predefined majority of the objects, that have the same class label. Second, contrary to the original $NextNeighbor$ algorithm which in its top-down version computes, besides formal concepts, the cover relation on formal concepts, in our modification we compute a partial order relation on the set of computed formal concepts which is in general larger than the cover relation. In cover relation, formal concepts $\langle A, B \rangle$ (a larger one) and $\langle (B \cup \{y\})^\downarrow, (B \cup \{y\})^\downuparrow \rangle$, $y \in Y$ (a smaller one) of $\langle X, Y, I \rangle$ need not be related (this happens if there is a concept “in between” covered by $\langle A, B \rangle$ and covering $\langle (B \cup \{y\})^\downarrow, (B \cup \{y\})^\downuparrow \rangle$). As mentioned above, formal concepts correspond to nodes of the constructed decision tree in our approach. Let $y_v \in Y$ be a binary attribute corresponding to value $v$ of a (categorical) attribute $a$ of the original input data, cf. the transformation of input data above. In our modified relation we need to relate with formal concept $\langle A, B \rangle$ all the formal concepts $\langle (B \cup \{y_v\})^\downarrow, (B \cup \{y_v\})^\downuparrow \rangle$, for all $y_v$, in order to keep the possibility of having nodes $n_{y_v}$ corresponding to the concepts, respectively, in the resulting decision tree. If $a$ is the splitting attribute for node $n$ corresponding to $\langle A, B \rangle$ in the decision tree, then $\langle (B \cup \{y_v\})^\downarrow, (B \cup \{y_v\})^\downuparrow \rangle$ is the formal concept corresponding to node $n_{y_v}$ which is connected to $n$ in the tree via an edge. The concept results as an outcome of the test “what is the value of $a$?” (the outcome is represented by value $v_a$ of the splitting attribute $a$).

Interestingly, with such modification the $NextNeighbor$ algorithm becomes the recursive $CbO$ algorithm described in Section 2.2.1 in which we refrain from adding attributes in a fixed order and use instead of the $CbO$ canonicity test (cf. (2.1) in the section) the $NextNeighbor$’s canonicity test (i.e. looking only for the presence of computed formal concepts in a data structure where the concepts are stored). As a “bonus”, by using such a modified (recursive) $CbO$ we can afford some of the advantages of our $CbO$-family algorithms described in Chapter 2. Namely the performance efficient computation of formal concepts $\langle (B \cup \{y\})^\downarrow, (B \cup \{y\})^\downuparrow \rangle$ with attribute $y$ added to (the intent of) formal concept $\langle A, B \rangle$, the bitwise level representation of input data and intents of formal concepts and the (almost) overhead-free scalable parallelization of the computation of formal concepts ($Parallel \ CbO$). A pseudocode of the modified $NextNeighbor$ algorithm, which in fact would be the same as the pseudocode of the modified (recursive) $CbO$ algorithm, can be found together with a description in [14].

The required formal concepts and our partial order relation on the concepts computed from the data table in Figure 3.2 (bottom) are depicted in Figure 3.3 by means of part of the concept lattice. Note that the cover relation on the concepts, displayed by solid lines in the figure, is a subset of our modified relation and the difference is displayed by dashed lines. The boldface solid lines indicate the tree to be selected from a collection of overlapping trees the concept lattice is considered as in our idea of the method (recall
the introduction Section \[3.1.1\]. The tree is going to be selected using a procedure described in the following Step 2 of our decision tree induction method.

**Step 2 – selecting a tree of formal concepts**

In this step we select a tree from the partially ordered set of formal concepts computed in Step 1.

First, we calculate for each formal concept \( \langle A, B \rangle \) computed in Step 1 the number \( L_{\langle A, B \rangle} \) of all of its smaller related formal concepts \( \langle (B \cup \{ y_v \})^\downarrow, (B \cup \{ y_v \})^\uparrow \rangle \) in our partial order relation. Note that each such related concept is counted for each different attribute \( y_v \in Y \) added to \( \langle A, B \rangle \), cf. the rationale behind the relation above. The numbers \( L_{\langle A, B \rangle} \) can be computed already together with computing the formal concepts and the relation in Step 1 (see the pseudocode in [14]).

Furthermore, for every formal concept \( \langle A, B \rangle \) we define collections \( N_{\langle A, B \rangle} \) of formal concepts that are candidates to become the children of \( \langle A, B \rangle \) in the selected tree. \( N_{\langle A, B \rangle} \) is the collection of smaller formal concepts \( \langle (B \cup \{ y_v \})^\downarrow, (B \cup \{ y_v \})^\uparrow \rangle \) related to \( \langle A, B \rangle \) which result by adding a (binary) attribute \( y_v \) for every value \( v \) of (original) attribute \( a \) if the smaller concept was computed in Step 1; otherwise \( N_{\langle A, B \rangle} \) contains the least formal concept \( \langle Y^\downarrow, Y \rangle \) in place of the smaller concept, and we put \( L_{\langle Y^\downarrow, Y \rangle} = \infty \).

Next, we select a tree from the partially ordered set of formal concepts computed in Step 1 by iteratively going from the largest formal concept to the minimal ones. The selection is based on the numbers \( L_{\langle A, B \rangle} \) defined above.

1. The root node of the tree is the largest formal concept \( \langle X, X^\uparrow \rangle \).
2. This step corresponds to selection of the splitting attribute. For every
formal concept \( \langle A, B \rangle \) in the tree we construct we select from among all attributes of original input data the attribute \( a \) for which \( N_{\langle A, B \rangle}^a \) contains a formal concept \( \langle C, D \rangle \) with the smallest number \( L_{\langle C, D \rangle} \). The idea behind this rule is that a small value of \( L_{\langle C, D \rangle} \) (the number of smaller formal concepts related to \( \langle C, D \rangle \)) indicates, in the optimistic scenario, a small number of subsequent decision steps in the resulted decision tree necessary to classify objects from \( A \) provided we start with a decision based on \( a \), thus leading to a small decision tree (in order to provide a good generalization of the tree, cf. the decision trees preliminaries in Section 3.1.2).

In case of a tie, i.e. if \( L_{\langle C_1, D_1 \rangle} = L_{\langle C_2, D_2 \rangle} \) for some \( a_1 \neq a_2 \) with \( \langle C_1, D_1 \rangle \in N_{\langle A, B \rangle}^a \) and \( \langle C_2, D_2 \rangle \in N_{\langle A, B \rangle}^{a_2} \), we select \( a_i \) for which the extent \( C_i \) is the largest (contains the largest number of objects). If there is still a tie, we break it arbitrarily. The selected attribute \( a \) is later used as the splitting attribute for the node of the resulted decision tree that corresponds to formal concept \( \langle A, B \rangle \).

(3) Finally, for every formal concept \( \langle A, B \rangle \) in the tree and the attribute \( a \) selected for \( \langle A, B \rangle \) in (2) we connect \( \langle A, B \rangle \) to each formal concept \( \langle C, D \rangle \) from \( N_{\langle A, B \rangle}^a \) by an edge labeled by a binary attribute \( y \) for which \( D = (B \cup \{y\})^{\uparrow} \).

Again, a pseudocode of the just described algorithm that selects a tree from the partially ordered set of formal concepts can be found in [14]. One can find there also a step-by-step illustration of the description of the algorithm on the partially ordered set of formal concepts (a part of the concept lattice) presented in Figure 3.3. As noted above, the resulting selected tree of formal concepts is depicted in Figure 3.3 by the boldface solid lines.

**Step 3 – converting the tree of formal concept into a decision tree**

The last step of our decision tree induction method is the conversion of the tree of formal concepts into a decision tree. This step is straightforward. We take the tree obtained in Step 2 and re-label its nodes and edges. An inner node is labeled by the attribute (of original input data) selected in (2) of Step 2 for this node. For example, when constructing a decision tree from the tree depicted in Figure 3.3 the node corresponding to formal concept No. 3 is labeled by \textit{gives birth}. An edge going from a node is labeled by the value of the attribute (of original input data) corresponding to the binary attribute used as a label of this edge in (3) of Step 2. For example, the edge labeled by \textit{gb no} in Figure 3.3 is labeled by \textit{no} in the resulting decision tree. The last problem is labeling of leaf nodes. For a leaf node corresponding to formal concept \( \langle A, B \rangle \), the node is labeled by the class label which is the class label of all, or the predefined majority of, objects from \( A \). If a leaf node \( n \) corresponds to the least formal concept \( \langle Y^{\uparrow}, Y \rangle \) (which usually
covers no objects), the node is labeled by the class label which would have been assigned to the parent node of \( n \) as if it was a leaf node.

The resulting decision tree induced from the input data in Figure 3.2 (top) which results by the conversion of the tree of formal concepts depicted in Figure 3.3 is depicted in Figure 3.4.

#### 3.1.4 Experimental evaluation

To illustrate the classification performance of the presented decision tree induction method we include selected results from the experimental evaluation and comparison of the method to reference decision tree induction and other machine learning algorithms. The results were borrowed from [14], where one can find more.

Before going to the evaluation, let us first note in this context that the algorithm of our method is computationally more demanding than algorithms of other existing decision tree induction and machine learning methods (including those compared)—due to computing a possibly large number of formal concepts. The overall asymptotic worst-case time complexity of the method is thus given by the (partial order of) formal concepts computing step (Step 1 in the description of the method in Section 3.1.3), i.e. \( O(|X||Y|^2|L|) \), where \( |X| \) is the number of input data objects, \( |Y| \) is the number of binary attributes after transformation from original input data attributes and \( |L| \) is the number of computed formal concepts. However, for decision tree induction, and classification algorithms in general, classification performance, most typically given in terms of classification accuracy, i.e. the percentage of correctly classified objects from both training and testing data sets, is more important than induction time performance.

So, in short, we evaluated and compared our algorithm with decision tree induction algorithms ID3 and C4.5 [120] (entropy, or more precisely, information gain based), an instance based learning method (\( k \)-nearest neighbor clustering, for \( k = 1 \) further denoted IB1), and a multilayer perceptron neu-
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Table 3.1: Classification accuracy for selected datasets (best results are in boldface).

<table>
<thead>
<tr>
<th>training %</th>
<th>testing %</th>
<th>“FCA based”</th>
<th>ID3</th>
<th>C4.5</th>
<th>IB1</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>breast-cancer</td>
<td></td>
<td>88.631</td>
<td>88.630</td>
<td>86.328</td>
<td>84.887</td>
<td>88.550</td>
</tr>
<tr>
<td></td>
<td></td>
<td>79.560</td>
<td>75.945</td>
<td>79.181</td>
<td>71.901</td>
<td>79.939</td>
</tr>
<tr>
<td>kr-vs-kp</td>
<td></td>
<td>84.395</td>
<td>84.674</td>
<td>82.124</td>
<td>79.132</td>
<td>84.426</td>
</tr>
<tr>
<td></td>
<td></td>
<td>74.656</td>
<td>74.503</td>
<td>72.780</td>
<td>68.886</td>
<td>74.880</td>
</tr>
<tr>
<td>mushroom</td>
<td></td>
<td>96.268</td>
<td>97.517</td>
<td>97.163</td>
<td>96.556</td>
<td>97.234</td>
</tr>
<tr>
<td></td>
<td></td>
<td>96.284</td>
<td>96.602</td>
<td>96.671</td>
<td>95.214</td>
<td>95.992</td>
</tr>
<tr>
<td>spect</td>
<td></td>
<td>92.250</td>
<td>92.250</td>
<td>89.250</td>
<td>88.250</td>
<td>91.500</td>
</tr>
<tr>
<td></td>
<td></td>
<td>55.187</td>
<td>54.866</td>
<td>59.679</td>
<td>59.251</td>
<td>60.481</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td></td>
<td>98.991</td>
<td>100.000</td>
<td>95.165</td>
<td>100.000</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>85.197</td>
<td>80.519</td>
<td>78.539</td>
<td>83.262</td>
<td>97.827</td>
</tr>
<tr>
<td>vote</td>
<td></td>
<td>97.528</td>
<td>97.528</td>
<td>94.883</td>
<td>97.020</td>
<td>95.545</td>
</tr>
<tr>
<td></td>
<td></td>
<td>90.507</td>
<td>89.280</td>
<td>86.500</td>
<td>91.303</td>
<td>88.106</td>
</tr>
<tr>
<td>zoo</td>
<td></td>
<td>98.019</td>
<td>98.019</td>
<td>96.039</td>
<td>97.799</td>
<td>97.678</td>
</tr>
<tr>
<td></td>
<td></td>
<td>96.036</td>
<td>95.036</td>
<td>92.690</td>
<td>94.463</td>
<td>95.536</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>93.726</td>
<td>94.088</td>
<td>91.565</td>
<td>91.949</td>
<td>93.562</td>
</tr>
<tr>
<td></td>
<td></td>
<td>82.490</td>
<td>80.964</td>
<td>80.863</td>
<td>80.611</td>
<td>84.680</td>
</tr>
</tbody>
</table>

The algorithms were borrowed and run from Weka [137] (Waikato Environment for Knowledge Analysis, http://www.cs.waikato.ac.nz/ml/weka/), a software package that contains implementations of machine learning and data mining algorithms in Java. Default Weka’s parameters were used for the algorithms.
IB1 and gains almost identical results to ID3 and MLP on training data sets of all datasets. On the testing data sets, which is more important from the point of view of the evaluation, this is also the case with some exceptions for which MLP outperformed all of the compared methods. We refer to [14] for a more thorough discussion of the evaluation and comparison, also with further datasets. Anyway, the obtained results are very promising, it seems that our method outperforms instance based (k-nearest neighbor clustering) learning methods (IB1) and that it is able to provide better results than traditional decision tree induction, entropy based, methods (ID3, C4.5) and even neural network methods (MLP) on clear dense data. However, we are fully aware that more experiments on more datasets, with further decision tree induction and machine learning algorithms and methods, and also using more informative classification measures than accuracy taking into account also incorrect classifications (like F-measure, for instance), are needed to approve those conclusions.

3.1.5 Summary and topics for future research

We have presented a novel method of decision tree induction based on formal concept analysis. The method implements a straightforward idea of utilizing certain formal concepts of input data as nodes of the decision tree constructed from the data. The problem of selection of the formal concepts, which determines the selection of splitting attributes of the tree, is resolved by a heuristic based on the numbers of smaller formal concepts in a particularly defined partial order relation on all formal concepts of the input data. The intuition behind the method is to look at a part of the concept lattice of input data as a collection of overlapping trees and select one of those trees as the decision tree. To compute formal concepts (and the partial order) we can use some of the modified CbO algorithms described in Sections 2.2.1 to 2.2.3. The experimental evaluation and comparison to standard decision tree induction and machine learning methods indicates good classification performance. According to selected results in Section 3.1.4, our method outperforms an instance based learning method (k-nearest neighbor clustering) and is comparable to entropy-based decision tree induction algorithms ID3 and C4.5.

The main novelty of our method, compared to existing approaches utilizing FCA in classification and machine learning, is in the utilization of the closure properties of formal concepts and the relationships between the concepts (in terms of the partial order relation on the concepts) directly in the process of construction of the decision tree.

At present state, the method requires, for the selection of splitting attributes of the decision tree, to compute a possibly large number of formal concepts and the partial order relation on the concepts while only a smaller number of computed concepts is subsequently selected to form the induced decision
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tree. This can be seen as a bottleneck of the method (also from the point of view of time performance). But, on the other hand, once one already has the partial order set of the formal concepts computed (which is a part of the concept lattice), the selection of those concepts forming the decision tree is fast. This draws a possible perspective on using the method: decision tree induction and classification from already available concept lattices. The advantage over other methods would be the conceptual information hidden in the tree nodes (which are in fact formal concepts). Such information is not (directly) available by other methods.

There is obviously a lot of topics for future research, see [14] for more than the following selected:

- theoretical research on the relationships between formal concepts and decision tree nodes and a (partial order) relation on concepts and a decision tree itself, with an emphasis to the problem of selection of splitting attributes to explain the results of experiments and to further interpret the decision tree regarding the conceptual information hidden in its nodes,

- possibility to compute a smaller number of formal concepts from which the concepts constituting nodes of the decision tree are selected, i.e. to predict the number of smaller concepts to a given formal concept used in the selection,

- incremental update of the induced decision tree via incremental update algorithms of computing formal concepts or concept lattice of data which grows (object by object),

- more experiments on more datasets, with further decision tree induction and machine learning algorithms and methods, to approve conclusions from experimental evaluation and comparison in Section 3.1.4,

- dealing with incomplete and noisy data, i.e. data having missing or wrong values of some attributes for some objects or having conflicting class labels assigned to objects (sharing the same values of all attributes),

- tackling the problem of overfitting of the induced decision tree to a training data set—a common solution used is pruning the tree [120, 121, 122, 129], which means omitting some parts of the tree.

The decision tree induction method described in the above sections has been presented at conferences devoted to FCA and machine learning, CLA 2007 and EMCSR 2008, with publications in the conference proceedings. The extended version of the respective papers has been published in the Int. Journal of General Systems.
3.2 Feature extraction using Boolean matrix factorization by means of FCA

3.2.1 Introduction

The second presented application of formal concepts and FCA concerns feature extraction (construction) problem where the application is through Boolean matrix factorization approached by means of FCA.

When applying a data mining or machine learning method, input data is often subject to some sort of preprocessing before the data is processed by the method. Usually to “help” the particular method to achieve better results [36, 43, 120, 130]. The quality of results provided by the methods heavily depends on the quality of input data description. In case of object–attribute relational data objects are described by attributes. Clearly, better attributes describing the objects lead to better results from a data mining and machine learning method. The general aim in input data preprocessing is to create, or extract, from the data (more precisely from various relationships, dependencies or hidden patterns in the data) new attributes that extend or even substitute the set of original attributes. The new attributes should better describe the objects in data than the less descriptive original attributes. Usually there is a less number of the new attributes than the original ones, which means a reduction of dimensionality of data. Here, a natural question arises, whether the reduced number of new attributes can better describe the input data or not. The methods of extraction or construction of the new attributes, called features in this area, are called feature extraction, or feature construction, methods [89, 57, 90].

Formal concept analysis (FCA) has often been proposed to be used for input data preprocessing [133, 97] but, interestingly, never as a feature extraction method. In this application, FCA can be utilized in a way that certain formal concepts are used to define new attributes which then describe objects in place of the original attributes. A key point is (again, cf. the Section 3.1 on using formal concepts as decision tree nodes) in the selection of the concepts. In the method which we are going to present below the selected formal concepts are concepts that correspond to so-called (Boolean) factors produced by a recently proposed method of Boolean matrix factorization based on FCA [27, 28]. This is a novel approach in which the factors can be considered as particular conjunctions of original attributes. The factors themselves are used as new attributes to describe objects, either extending the set of original attributes or substituting the original attributes. The latter usually means the reduction of dimensionality of data since the number of factors is usually smaller than the number of the original attributes [8].

Our method is briefly described in Section 3.2.3, the full description can be found in [108, 110].
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A data mining or machine learning method which is very often used in the literature for existing feature extraction/construction methods to demonstrate and evaluate the methods is decision tree induction. Hence we followed this choice and, in fact, adapt the Boolean matrix factorization for the factors to play the role of new attributes right in the decision tree induction. In an experimental evaluation of our method, where we compared classification performance of the reference decision tree induction methods ID3 and C4.5 on the original and preprocessed public real-world benchmark datasets, we obtained good results of the method in that the performance was better for the preprocessed data than for the original data. See Section 3.2.4 for a selection of the results which are summarized in [108, 110].

In the literature, the most relevant to our method are methods known as constructive induction [94, 128]. Here, new compound attributes are constructed from original attributes as logical conjunctions and/or disjunctions of the attributes [112] or as combinations using arithmetic operations [114], or the new attributes are expressed in the m-of-n form [99]. Considering decision trees as the target data mining or machine learning method after preprocessing, oblique decision trees [60, 101] are also connected to our approach—in a sense that multiple original attributes are used as a compound splitting attribute (see Section 3.1.2 for the notion of splitting attribute) instead of a single attribute at a time. Typically, linear combinations of attributes are sought, see e.g. [32, 132]. However, in comparison to evaluating a single attribute to be good splitting attribute, it is quite computationally challenging to find and evaluate groups of original attributes to form a good compound splitting attribute.

Regarding FCA and concept lattices, there have been several FCA-based approaches on construction of a whole learning (most often classification) model, e.g. [82] or [92], see [47] for a survey and comparison. They are commonly called lattice-based or concept-based machine learning approaches [45, 113] (cf. also Section 3.1.1). But, as mentioned above, the usage of FCA to create or extract from input data some new (compound) attributes better describing the objects is discussed very marginally or not at all in existing papers.

3.2.2 Preliminaries in Boolean matrix factorization in terms of FCA

In order to describe our method of feature extraction we first have to briefly introduce basics of Boolean matrix factorization problem, on which the method is based, and how it is solved by means of FCA. Necessary are also transformations between (original) attribute and factor (new attribute) spaces, described in Section 3.2.2, to be able to describe by factors objects originally described by attributes and vice-versa.
**Boolean Matrix Factorization (BMF)**, also referred to as **Boolean Factor Analysis (BFA)** or factor analysis of binary (Boolean) data, is a Boolean (binary) matrix decomposition method which provides a representation of an object-attribute binary data matrix (a matrix with entries 0 or 1) by a Boolean product of two different binary matrices, one describing objects by new attributes called **factors**, and the other describing factors by the original attributes \([59, 65]\).

Stated as a problem, the aim of BMF is to find a decomposition

\[
I = A \circ B
\]

(3.1)

of a \(n \times m\) binary matrix \(I\) into a Boolean product \(A \circ B\) of an \(n \times k\) binary matrix \(A\) and a \(k \times m\) binary matrix \(B\) with \(k\) as small as possible. Thus, instead of \(m\) original attributes, one aims to find \(k\) new attributes, called **factors**. A Boolean product \(A \circ B\) of binary matrices \(A\) and \(B\) is defined by

\[
(A \circ B)_{ij} = \max_{l=1}^{k} \min(A_{il}, B_{lj}).
\]

The inner dimension, \(k\), in the product may be interpreted as the number of factors that are used as new attributes to describe the original data. Namely, \(A_{il} = 1\) means that factor \(l\) applies to object \(i\) and \(B_{lj} = 1\) means that attribute \(j\) is one of the manifestations of factor \(l\). The factor model behind (3.1) has therefore the following meaning: The object \(i\) has the attribute \(j\) if and only if there exists a factor \(l\) that applies to \(i\) and \(j\) is one of the manifestations of \(l\). As an example,

\[
\begin{pmatrix}
1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & 1
\end{pmatrix}
\circ
\begin{pmatrix}
1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix} =
\begin{pmatrix}
1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}.
\]

We refer to [27] for further information and references to papers that deal with the problem of factor analysis and decompositions of binary matrices. Recently, a solution to the problem of finding the decomposition (3.1) with the number \(k\) of factors as small as possible was described in [27, 28] by means of formal concept analysis. The description lies in an observation that matrices \(A\) and \(B\) can be constructed from a set \(\mathcal{F}\) of formal concepts of matrix \(I\), considered as formal context \(\langle X, Y, I \rangle\) (see Section 1.1), where \(X = \{1, \ldots, n\}, Y = \{1, \ldots, m\}\) (objects and attributes of the context correspond to the rows and columns of \(I\)) and binary relation \(I\) of the context corresponds to matrix \(I\) in an obvious way. In particular, let

\[
\mathcal{F} = \{\langle C_1, D_1 \rangle, \ldots, \langle C_k, D_k \rangle\}
\]

(3.2)

be a set of formal concepts of \(\langle X, Y, I \rangle\), a subset of the set \(\mathcal{B}(X, Y, I)\) of all
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formal concepts of \( \langle X, Y, I \rangle \). Consider the \( n \times k \) binary matrix \( A_F \) and a \( k \times m \) binary matrix \( B_F \) defined by

\[
(A_F)_{il} = 1 \text{ iff } i \in C_l \quad \text{and} \quad (B_F)_{lj} = 1 \text{ iff } j \in D_l,
\]

(3.3)
i.e. the \( l \)-th column \((A_F)_l\) of \( A_F \) consists of the characteristic vector of \( A_l \) and the \( l \)-th row \((B_F)_l\) of \( B_F \) consists of the characteristic vector of \( B_l \).

Denote by \( \rho(I) \) the smallest number \( k \), so-called Schein rank of \( I \), such that a decomposition of \( I \) exists with \( k \) factors. The following theorem shows that using formal concepts as in (3.3) enables us to reach the Schein rank, i.e. is in this sense optimal:

**Theorem 3 ([27])** For every binary matrix \( I \), there exists \( F \subseteq B(\langle X, Y, I \rangle) \) such that \( I = A_F \circ B_F \) and \( |F| = \rho(I) \).

Formal concepts \( F \) in the theorem are called factor concepts. Each factor concept determines a factor. For a constructive proof of the theorem we refer to [27]. As it has also been demonstrated in [27], a useful feature of using formal concepts for determining factors is the fact that formal concepts may be easily interpreted. Namely, every factor, by means of a formal concept \( \langle C_l, D_l \rangle \), consists of a set \( C_l \) of objects (formal concept extent) the factor applies to, a set \( D_l \) of attributes (formal concept intent) which are manifestations of the factor and \( C_l \) contains just the objects to which all the attributes from \( D_l \) apply and \( D_l \) contains just all attributes shared by all objects from \( C_l \) (cf. the closure property of formal concepts in Section 1.1). The factors thus have a natural, easy to understand meaning.

Note that the problem of finding the set of factors (factor concepts of \( \langle X, Y, I \rangle \)) the size of which equals the Schein rank of \( I \) is NP-hard (which can be shown e.g. by reduction to the set covering optimization problem). Due to that a greedy approximation algorithm for finding the factors was proposed in [27], denoted as *Algorithm 2* there. This algorithm is used for finding factors (factor concepts) in our method of feature extraction introduced in [110] and summarized, after the following necessary note, in Section 3.2.3.

**Transformations between attribute and factor spaces**

For an object we can consider its representations in the \( m \)-dimensional Boolean space \( \{0, 1\}^m \) of (original) attributes and in the \( k \)-dimensional Boolean space \( \{0, 1\}^k \) of factors. For an object-attribute matrix \( I \) and an object-factor matrix \( A \), in the space of attributes, the vector representing object \( i \) is the \( i \)-th row of \( I \), and in the space of factors, the vector representing \( i \) is the \( i \)-th row of \( A \).

Natural transformations between the space of attributes and the space of factors is described by the mappings \( g: \{0, 1\}^m \to \{0, 1\}^k \) and \( h: \{0, 1\}^k \to \{0, 1\}^m \).
\{0,1\}^m \text{ defined for } P \in \{0,1\}^m \text{ and } Q \in \{0,1\}^k \text{ by }

\begin{align*}
(g(P))_l &= \min_{j=1}^{m}(B_{lj} \rightarrow P_j), \\
(h(Q))_j &= \max_{l=1}^{k}\min_{l}(Q_l, B_{lj}),
\end{align*}

for \(1 \leq l \leq k\) and \(1 \leq j \leq m\). Here, \(\rightarrow\) denotes the truth function of classical implication logical operation \((1 \rightarrow 0 = 0, \text{ otherwise } 1)\). (3.4) says that the \(l\)-th component of \(g(P) \in \{0,1\}^k\) is 1 if and only if for every attribute \(j\), \(P_j = 1\) for all positions \(j\) for which \(B_{lj} = 1\), i.e. the \(l\)-th row of \(B\) is included in \(P\). (3.5) says that the \(j\)-th component of \(h(Q) \in \{0,1\}^m\) is 1 if and only if there is factor \(l\) such that \(Q_l = 1\) and \(B_{lj} = 1\), i.e. attribute \(j\) is a manifestation of at least one factor from \(Q\).

And, if the decomposition \(I = A \circ B\) uses formal concepts for determining factors, we have:

**Theorem 4 ([27])** For \(i \in \{1,\ldots,n\}\),

\[ g(I_i) = A_{i-} \quad \text{and} \quad h(A_i) = I_{i-}. \]

That is, \(g\) maps the rows of \(I\) to the rows of \(A\) and vice versa, \(h\) maps the rows of \(A\) to the rows of \(I\).

For other results showing properties and describing the geometry behind the mappings \(g\) and \(h\), see [27].

### 3.2.3 Boolean factors as new attributes

We can now summarize our feature extraction method which utilizes Boolean matrix factorization based on FCA.

Note first that, as indicated in the introduction section 3.2.1, the machine learning method which we will use to demonstrate and evaluate the method is decision tree induction and in classification, input data attributes of various types are used (often categorical, as previously noted in Section 3.1.3). So, in order to utilize Boolean matrix factorization (BMF, and FCA as a matter), we again need to apply a transformation of such attributes to binary attributes. The transformation applied is again the conceptual scaling [51] and as well we need not transform the class labels assigned to objects because we deal with attributes (only) in the feature extraction preprocessing of data. BMF, by means of FCA, which we use in our method is applied on data which we obtain after such transformation.

The approach utilized in our feature extraction method consists in using as new (additional or substituting) attributes Boolean factors obtained by Boolean matrix factorization based on FCA. Hence the Boolean (binary)
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matrix decomposition of input data table is performed as a key part of the method. As noted in Section 3.2.2 the algorithm which we use (in [108, 110]) for the decomposition is the greedy approximation algorithm from [27], denoted as Algorithm 2 there, which computes factors as formal concepts (factor concepts). However, the criterion of optimality of computed factors (factor concepts) utilized in the greedy heuristic search for factors in the algorithm is modified in our application. In short, the algorithm (and other binary matrix decomposition algorithms often too) applies a greedy heuristic approach to search in the space of all formal concepts for concepts which cover the largest area of still uncovered 1s in the input data table. The criterion function of optimality of a factor is thus the “cover ability” of the factor concept determining the factor, in particular the number of uncovered 1s in the input data table which are covered by the concept, see [27]. For further use, we translate the function value to interval [0, 1] (with the value of 1 meaning the most optimal) by dividing the value by the total number of still uncovered 1s in the input data table. However, since we use the factors, as new attributes, to aid a machine learning method, the decision tree induction in particular, we additionally attempt to look for factors which also have good “decision ability”, i.e. that the factors are good candidates to be splitting attributes in a decision tree. Thus, in the modified decomposition algorithm, we use a combination of the two criteria into a combined criterion function of optimality of factors (factor concepts).

Let $I \subseteq X \times Y$ be our input data table describing objects $X = \{1, \ldots, n\}$ by binary attributes $Y = \{1, \ldots, m\}$. The combined criterion function $c : 2^{X \times Y} \rightarrow [0, 1]$ of optimality of factor concept $(A, B)$ (of $(X, Y, I)$) is defined as:

$$c((A, B)) = w \cdot c_A((A, B)) + (1 - w) \cdot c_B((A, B)), \tag{3.6}$$

where $c_A((A, B)) \in [0, 1]$ is the (original) criterion function of “cover ability” of factor concept $(A, B)$, $c_B((A, B)) \in [0, 1]$ is a new criterion function of “decision ability” of factor concept $(A, B)$ and $w$ is the weight of preference (given by user) among the functions $c_A$ and $c_B$. Now, we have introduced above the function $c_B$ as to be a measure of merit of a factor, determined by a factor concept, as a splitting attribute. In decision trees, common approaches to the selection of splitting attribute are based on entropy measures, as mentioned in Section 3.1.2 on decision tree preliminaries. Basically, in those approaches, an attribute is the better splitting attribute for a current collection of objects the lower is the weighted sum of entropies of sub-collections of objects obtained after splitting the current collection of objects based on the attribute. We thus design the function $c_B$ to resemble
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\[
\begin{pmatrix}
0 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1
\end{pmatrix}
\]

Figure 3.5: Boolean matrix decomposition of example input data from Figure 3.2.

this:

\[
c_B(\langle A, B \rangle) = 1 - \left( \frac{|A|}{|X|} \cdot \frac{E(\text{class}|A)}{1} + \frac{|X \setminus A|}{|X|} \cdot \frac{E(\text{class}|X \setminus A)}{1} \right),
\]

where \( V(\text{class}|A) \) is the set of class labels assigned to objects \( A \) and \( E(\text{class}|A) \) is an entropy measure of objects \( A \) over the class labels. As an entropy measure, we use the classical Shannon’s entropy:

\[
E(\text{class}|A) = - \sum_{l \in V(\text{class}|A)} p(l|A) \cdot \log_2 p(l|A),
\]

where \( p(l|A) \) is the fraction of objects \( A \) which are assigned with class label \( l \). Note that the formula \(-\log_2 \frac{1}{|V(\text{class}|A)|}\) in (3.7) represents the maximal possible value of (Shannon’s) entropy of objects \( A \) in the case the class labels \( V(\text{class}|A) \) are assigned to the objects evenly and the purpose of it is to normalize the value of \( c_B \) to interval \([0, 1]\). Note also that we consider \( 0 \cdot 0 = 0 \) in calculations in 3.7.

To illustrate our BMF-based feature extraction method, let us consider \( I \) as a \( n \times m \) binary matrix and find a decomposition \( I = A \circ B \) of \( I \) into the \( n \times k \) matrix \( A \) describing objects by factors \( F = \{f_1, \ldots, f_k\} \) and \( k \times m \) matrix \( B \) explaining factors \( F \) by attributes. The decomposition of the example data in Figure 3.2 (top, page 54, introduced in Section 3.1.3 on the decision tree induction method via formal concepts), for the new criterion function of optimality of factors (factor concepts) and any value of the weight \( w \) discussed above, is depicted in Figure 3.5.

When extending the set \( Y \) of original attributes with factors \( F \) as new attributes, the set \( Y' \) of attributes of the extended data is \( Y \cup F \) and the extended data table \( I' \subseteq X \times Y' \) is the apposition of the original data table and the table representing the matrix \( A \) describing objects by factors, i.e. \( I' \cap (X \times Y) = I \) and \( I' \cap (X \times F) = A \). The extended data table for our example data is illustrated in Figure 3.6.

When substituting the set \( Y \) of original attributes by factors \( F \) as new
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<table>
<thead>
<tr>
<th>animal</th>
<th>bc</th>
<th>bw</th>
<th>gn</th>
<th>gy</th>
<th>fn</th>
<th>fy</th>
<th>fn</th>
<th>hy</th>
<th>f1</th>
<th>f2</th>
<th>f3</th>
<th>f4</th>
<th>f5</th>
<th>f6</th>
<th>mammal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>yes</td>
</tr>
<tr>
<td>bat</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>no</td>
</tr>
<tr>
<td>eagle</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>no</td>
</tr>
<tr>
<td>guppy</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>no</td>
</tr>
</tbody>
</table>

Figure 3.6: Extended data table for example input data from Figure 3.2.

Figure 3.7: Decision trees induced from original data table in Figure 3.2 (left) and from the data table in Table 3.6 (right), either full or restricted to factors only.

attributes, the set \( Y' \) of attributes of the substituted data is the set \( F \) of factors and the substituted data table \( I' \subseteq X \times Y' \) is the table representing the matrix \( A \) describing objects by factors. Obviously, this data table for our example data in Figure 3.2 is the table illustrated in Figure 3.6 restricted to the factors \( f_1, \ldots, f_6 \).

Now, to evaluate the factors as new attributes, a decision tree is induced from the new (extended or substituted) data table \( I' \subseteq X \times Y' \) instead of the original data table \( I \). The class labels assigned to objects in the new data table remain unchanged in the case of the extended data table, in the case of the substituted data table see a note below. In our example, a decision tree induced from the data table in Figure 3.6 (either full or restricted to the factors \( f_1, \ldots, f_6 \), the induced trees are the same) is depicted in Figure 3.7 (right). For the purpose of comparison, a decision tree induced from the original data table from Figure 3.2 is depicted in Figure 3.7 (left). We can see that objects from the new data table containing (also) factors as new attributes can be classified by a single attribute, namely, the factor \( f_3 \). The manifestations of the factor are the original attributes \( bt \) warm and \( gb \) yes, hence, the factor \( f_3 \), as a particular conjunction of the two attributes, is better splitting attribute in decision tree induction from the data than the two original attributes alone.

When classifying an object \( x \) described by (original) attributes \( Y \) as a vector \( P_x \in \{0,1\}^m \) in the space of attributes, we need first to transform the description of \( x \) to the space of factors \( F \) as a vector \( g(P_x) \in \{0,1\}^k \) by
mapping [3.4]. In the mapping, matrix \(B\) explaining factors by original attributes is used. Then the object described by concatenation of \(P_x\) and \(g(P_x)\) (in the case of extending the set of attributes by factors) or by \(g(P_x)\) alone (in the case of substituting attributes by factors) is classified by the decision tree in a usual way.

Note that in the case of substituting the original attributes by factors we need to resolve the following important issue. Since the number of factors is usually smaller than the number of original attributes (and the substitution then leads to the reduction of dimensionality of data as mentioned in the introduction section [3.2.1]), the transformation of input data objects from the attribute space to the factor space described in Section [3.2.2] is not an injective mapping. Namely, for two distinct objects \(x_1, x_2 \in X\) with different attribute values, i.e. described by different vectors in the space of attributes, \(P_{x_1} \neq P_{x_2}\), which have different class labels assigned, \(\text{class}(x_1) \neq \text{class}(x_2)\), the representation of both \(x_1, x_2\) by vectors in the factor space might be the same, \(g(P_{x_1}) = g(P_{x_2})\).

To cope with this situation, at present [108, 110] we adopt a common approach used in decision tree induction to avoid overfitting of data or to cope with noise and/or discrepancies in data—namely, a class label which we assign to each object \(x \in X\) in the new data table \(I'\) (where objects are represented in factor space) is the majority class label of objects in the original data table \(I\) (represented in attribute space) which are mapped (by mapping (3.4)) to the (same) object \(x\). I.e. we assign the class label which is assigned to the most of the objects.

### 3.2.4 Experimental evaluation

Here we briefly illustrate the impact of preprocessing the input data by our feature extraction method, by presenting selected results obtained from an experimental evaluation of the method borrowed from [110].

In the evaluation we compared classification performance of the reference decision tree induction methods ID3 and C4.5 [120] on original input data and on the same, preprocessed, data after substituting original attributes by factors computed using Boolean matrix factorization based on FCA as described in the previous Section [3.2.3]. The data we used are the selected public real-world datasets from the UCI Machine Learning Repository [102], from various areas like medicine, biology, games or politics; the basic characteristics of the datasets (numbers of objects, original and transformed binary attributes and class labels distribution) can be found in [110]. An illustrative sample of results from experiments done using the 10-fold stratified cross-validation test [70] are depicted in the tables in Table 3.2. The

---

\(^2\) The algorithms were again borrowed and run from Weka [137], see the footnote at page [59].
3.2. Feature extraction using Boolean matrix factorization by means of FCA

Table 3.2: Classification accuracy increase for selected datasets, for factor selection set to “cover ability” (top table) and to “decision ability” (bottom table) of a factor concept.

<table>
<thead>
<tr>
<th></th>
<th>breast-cancer</th>
<th>kr-vs-kp</th>
<th>mushroom</th>
<th>tic-tac-toe</th>
<th>vote</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID3</td>
<td>+2.0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>+0.4%</td>
</tr>
<tr>
<td></td>
<td>+15.9%</td>
<td>−0.7%</td>
<td>0%</td>
<td>+12.3%</td>
<td>−0.7%</td>
<td>+5.36%</td>
</tr>
<tr>
<td>C4.5</td>
<td>+3.1%</td>
<td>−0.2%</td>
<td>0%</td>
<td>+2.8%</td>
<td>−0.2%</td>
<td>+1.1%</td>
</tr>
<tr>
<td></td>
<td>−1.1%</td>
<td>−0.6%</td>
<td>0%</td>
<td>+9.2%</td>
<td>−0.6%</td>
<td>+1.38%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>breast-cancer</th>
<th>kr-vs-kp</th>
<th>mushroom</th>
<th>tic-tac-toe</th>
<th>vote</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID3</td>
<td>+2%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>+0.4%</td>
</tr>
<tr>
<td></td>
<td>+15.3%</td>
<td>0%</td>
<td>0%</td>
<td>+15.7%</td>
<td>+1.7%</td>
<td>6.54%</td>
</tr>
<tr>
<td>C4.5</td>
<td>+4.7%</td>
<td>0%</td>
<td>0%</td>
<td>+3.3%</td>
<td>0%</td>
<td>+1.6%</td>
</tr>
<tr>
<td></td>
<td>+3.5%</td>
<td>−0.2%</td>
<td>0%</td>
<td>+13.8%</td>
<td>+0.7%</td>
<td>+3.56%</td>
</tr>
</tbody>
</table>

Tables show average increase in classification accuracy of decision trees induced from the preprocessed data (with original attributes substituted by factors) compared to decision trees induced from the original data, for both training (upper number in table cells) and testing (lower number) data sets for each algorithm and dataset being used, plus the average over all datasets. The top table shows the numbers for the case the criterion function of optimality of factors (see the description of the factor concept selection in Section 3.2.3) was set entirely to the criterion function of “cover ability” of a factor concept \((c_A)\) in the description, i.e. the original criterion of the used algorithm \([27]\) for computing factors. This corresponds to setting \(w = 1\) in the formula \((3.6)\) of the combined criterion function. For the bottom table, we set \(w = 0\) in \((3.6)\), i.e. the criterion function of optimality was set entirely to our new criterion function of “decision ability” described (as \(c_B\)) in Section 3.2.3. This means that factors were selected just to be good splitting attributes in a decision tree based on an entropy measure.

We can clearly see that, while inducing at average slightly better (almost never worse) decision trees on training data sets, the decision tree induction methods induce at average significantly better decision trees, i.e. achieve higher classification accuracy, on testing data sets for datasets preprocessed by our feature extraction method where original attributes of a dataset were substituted by factors. For instance, ID3 has better classification performance by 5.36% for the criterion function of optimality of factors set to “cover ability” of the determining factor concepts, while for the criterion function of optimality set to our new criterion function of “decision ability” the performance is better by 6.54%. More results from the evaluation with more datasets and machine learning methods other than decision trees can be found in \([108, 110]\). Let us only note that, according to our experiments, the results for extending the set of original attributes with factors
instead of substituting them are very similar, with \( \pm 1\% \) difference on average. This suggests that the decision tree induction from data with factors added as new additional attributes to the original attributes uses merely the factors as splitting attributes rather than the original attributes during the construction of a decision tree.

### 3.2.5 Summary and topics for future research

We have presented a novel feature extraction (construction) method applying Boolean matrix factorization (BMF) based on formal concept analysis \[27\]. In the method, new input data attributes (features) are extracted (constructed) as factors represented by selected formal concepts, which is the main novelty of the method. In the input data preprocessing usage, i.e., before the data are processed by some data mining or machine learning method, the factors, as new attributes, are used either to extend or substitute the set of original attributes. In the latter case it usually means reduction of dimensionality of the input data since the number of factors is usually smaller than the number of original attributes. For computing the formal concepts representing factors we use the algorithm from \[27\] in which the criterion of optimality of factors was additionally modified for the factors being used as new attributes for classification. The algorithm is also implemented using the single formal concept computation and data representation advantages described in Chapter \[2\].

As a data preprocessing step, the method was demonstrated on a classification problem represented by decision tree induction and experimental evaluation indicated usefulness of such preprocessing of data. Namely, decision trees induced from preprocessed data (with original attributes either extended or substituted by factors) outperformed decision trees induced from the original data, for two standard (entropy-based) decision tree induction methods \textit{ID3} and \textit{C4.5}. This is true especially when factors were selected in the BMF algorithm based on a particular entropy measure. Using the factors instead of, or in addition to, the original attributes thus leads to improving the classification performance.

Topics for future research include:

- better solving the issue of mapping distinct objects in original input data to the same object in preprocessed data created by substituting the original attributes by a smaller number of factors, as described in Section \[3.2.3\]—the idea is to further modify the criterion function of optimality of factors in such a way that the resulting collection of factors is good if the number of such mapping cases is low,

- theoretical research on the role of factors as new attributes in the machine learning methods, particularly decision tree induction, to explain
the results of experiments, with a focus to design better criterion function of optimality of factors for the methods to improve their results; e.g. inspect and use more advanced (entropy-based) measures utilized in decision tree induction,

– evaluation of the usage of approximate matrix decomposition in BMF instead of exact; actually, the topic of utilizing approximate BMF (described in terms of FCA) for data dimensionality reduction from a data mining point of view is studied in [75],

– dynamic adjustment of the weight among the several criterion functions of optimality of factors combined to create the final function during factor computation (see Section 3.2.3) based on measuring and evaluating the factor optimality indicators (“cover ability”, “decision ability”, number of the mappings of distinct objects to the same object and other) – the idea is to suppress the negative indicators first and then boost the positive ones,

– evaluation of impact on the quality of classification of the various BMF methods from the literature, other than the used one from [27]; actually, some advancements in this topic may be found in our recent papers [19, 20],

– more experiments on more datasets, with further machine learning algorithms and methods, to justify the results of present experiments; there are more datasets and machine learning methods in experiments in [20].

The feature extraction method described in the above sections has been presented at conferences devoted to FCA and machine learning, *CLA 2010, ICMLA 2010* and *CLA 2012*, with publications in the conference proceedings. The extended version of the last of the respective papers has been published in the *Annals of Mathematics and Artificial Intelligence*. 
Conclusion

This thesis presents selected results obtained by the author at the Department of Computer Science, Palacký University Olomouc, during years 2007–2012 (with remarks to further results from years 2013–2014), on the algorithms and applications of formal concept analysis (FCA)—a modern and intensively studied method for mining and analysis of object-attribute relational data, which enjoys an increasing interest and popularity in a growing number of communities.

Although FCA is nowadays a well-established and elaborated method with strong mathematical foundations, the current algorithms for computing formal concepts, the basic units of mined and analyzed data in the method, developed within FCA community are sufficient for middle-size data and their performance for large-scale data is not satisfactory. Therefore, in Chapter 2, we presented new performance efficient algorithms for computing formal concepts, which outperform almost all other known algorithms for computing formal concepts from the FCA literature, often by magnitudes, and allow to process large-scale data in a reasonable time. The algorithms are fully comparable, regarding the performance, with existing data mining algorithms.

During its development, FCA has also been applied in many fields. Among others, the usefulness of application of FCA has been demonstrated in the literature in classification and it is also very often used in data mining as a preprocessing method. In Chapter 3 we presented our contributions to applications of FCA in those two fields. First, by development of a novel decision tree induction method which utilizes formal concepts in the construction of decision tree and indicates good classification performance. Second, by utilizing formal concepts through Boolean matrix factorization based on FCA, in a novel feature extraction method capable of reducing the dimensionality of data and, evaluated on classification, improving classification results for preprocessed data over for the original data.

The presented research on the algorithms and applications of FCA is by no means finished. We have many topics for further development in both directions. Some were listed in the summaries of the corresponding chapters and
sections. Moreover, there are other directions of development and usage of FCA and related methods studied at the Department of Computer Science, Palacký University Olomouc, in which the author has also contributed in the past and which are being further developed.
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Abstract. This paper presents a parallel algorithm for computing formal concepts. Presented is a sequential version upon which we build the parallel one. We describe the algorithm, its implementation, scalability, and provide an initial experimental evaluation of its efficiency. The algorithm is fast, memory efficient, and can be optimized so that all critical operations are reduced to low-level bit-array operations. One of the key features of the algorithm is that it avoids synchronization which has positive impacts on its speed and implementation.

1 Introduction

In this paper, we focus on extracting formal concepts, i.e. particular rectangular patterns, in binary object-attribute relational data. The input data, we are interested in, takes form of a two-dimensional data table with rows corresponding to objects, columns corresponding to attributes (features), and table entries being 1’s and 0’s indicating presence/absence of attributes. Tables like these represent a fundamental form of incidence data. Given a data table, we wish to find all formal concepts [9, 18] present in the table.

There are several algorithms for computing formal concepts, see [13] for an overview and comparison. Among the best known algorithms are Ganter’s algorithm [8] and Lindig’s algorithm [14] and their variants. Almost all algorithms proposed to date are sequential ones. Since parallel computing is recently gaining interests as hardware manufactures are shifting their focus from improving computing power by increasing clock frequencies to developing processors with multiple cores, there is a need to have scalable parallel algorithms for formal concept analysis (FCA) which can fully utilize the power of such multicore systems and deliver results faster than sequential algorithms. In this paper, we propose a parallel version of an algorithm presented in [16, 17] which is closely related to algorithm Close-by-One [12]. Our algorithm is light weight, fast, memory efficient, and can be implemented so that it uses just static linear data structures utilizing only low-level operations present in arithmetic logic units of contemporary

* Supported by grant No. 1ET101370417 of GA AV ČR and by institutional support, research plan MSM 6198959214.

microchips which significantly improves the performance of its implementations. We describe the algorithm and compare its performance with the other algorithms. We also focus on scalability, i.e. the growth of algorithm’s performance with respect to the growing number of processors.

Let us note that computing all formal concepts is interesting not only for FCA itself but has a wide range of applications. For instance, it has been shown in [3] that formal concepts can be used to find optimal factorization of Boolean matrices. In fact, formal concepts correspond with optimal solutions to the discrete basis problem discussed by Miettinen et al. [15]. Finding formal concepts in data tables is therefore an important task.

2 Preliminaries from FCA

In this section we recall basic notions of the formal concept analysis. More details can be found in monographs [9] and [5].

Let $X = \{0,1,\ldots,m\}$ and $Y = \{0,1,\ldots,n\}$ be our sets of objects and attributes, respectively. A formal context is a triplet $\langle X,Y,I \rangle$ where $I \subseteq X \times Y$, i.e. $I$ is a binary relation between $X$ and $Y$, $\langle x,y \rangle \in I$ meaning that object $x$ has attribute $y$. As usual, we consider a couple of concept-forming operators [9] $\uparrow: 2^X \rightarrow 2^Y$ and $\downarrow: 2^Y \rightarrow 2^X$ defined, for each $A \subseteq X$ and $B \subseteq Y$, by

\[ A^\uparrow = \{ y \in Y | \text{for each } x \in A: \langle x,y \rangle \in I \}, \]  
\[ B^\downarrow = \{ x \in X | \text{for each } y \in B: \langle x,y \rangle \in I \}. \]

By definition (1), $A^\uparrow$ is the set of all attributes shared by all objects from $A$ and, by (2), $B^\downarrow$ is the set of all objects sharing all attributes from $B$. Operators $\uparrow: 2^X \rightarrow 2^Y$ and $\downarrow: 2^Y \rightarrow 2^X$ defined by (1) and (2) form the so-called Galois connection [9]. A formal concept (in $\langle X,Y,I \rangle$) is any couple $\langle A,B \rangle \in 2^X \times 2^Y$ such that $A^\uparrow = B$ and $B^\downarrow = A$. If $\langle A,B \rangle$ is a formal concept then $A$ and $B$ will be called the extent and intent of that concept, respectively. The subconcept-superconcept hierarchy $\leq$ is defined as $\langle A_1,B_1 \rangle \leq \langle A_2,B_2 \rangle$ iff $A_1 \subseteq A_2$ (or, iff $B_2 \subseteq B_1$, both the ways are equivalent), see [5, 9] for details.

Remark 1. There is a useful view of formal concepts which is often neglected in literature. Namely, formal concepts in $\langle X,Y,I \rangle$ correspond to maximal rectangles in $\langle X,Y,I \rangle$. In a more detail, any $\langle A,B \rangle \in 2^X \times 2^Y$ such that $A \times B \subseteq I$ shall be called a rectangle in $I$. Rectangle $\langle A,B \rangle$ in $I$ is a maximal one if, for each rectangle $\langle A',B' \rangle$ in $I$ such that $A \times B \subseteq A' \times B'$, we have $A = A'$ and $B = B'$. Now, it is easily seen that $\langle A,B \rangle \in 2^X \times 2^Y$ is a maximal rectangle in $I$ iff $A^\uparrow = B$ and $B^\downarrow = A$, i.e. maximal rectangles $=$ formal concepts.

3 Computing Closures

Here we describe a procedure common to both the sequential and parallel versions of our algorithm. It generates a new concept from an existing one by enlarging its intent and shrinking its extent (at the same time).
**Procedure** \text{ComputeClosure}((A, B), y)

1. for i from 0 upto m do
2. \hspace{1em} set \( C[i] \) to 0;
3. end
4. for j from 0 upto n do
5. \hspace{1em} set \( D[j] \) to 1;
6. end
7. foreach \( i \in A \cap \text{rows}[y] \) do
8. \hspace{1em} set \( C[i] \) to 1;
9. for j from 0 upto n do
10. \hspace{2em} if \( \text{table}[i, j] = 0 \) then
11. \hspace{3em} set \( D[j] \) to 0;
12. \hspace{2em} end
13. end
14. end
15. return \( (C, D) \)

**Representation of the Input Data** For the sake of efficiency, we represent each \( \langle X, Y, I \rangle \) two ways. First, by a two-dimensional array, denoted \( \text{table} \), which corresponds with \( I \) in the usual sense. That is, the array \( \text{table} \) is filled with 1s and 0s so that \( \text{table}[i, j] = 1 \) iff \( \langle i, j \rangle \in I \) and \( \text{table}[i, j] = 0 \) iff \( \langle i, j \rangle \notin I \).

The second representation of the data is an array of ordered lists of objects. For each attribute \( y \in Y \), we let \( \text{rows}[y] \) be a list of all objects having the attribute \( y \). Thus, \( \text{rows}[y] \) contains \( x \in X \) iff \( \langle x, y \rangle \in I \). In addition to that, the numbers of rows contained in \( \text{rows}[y] \) will be ordered in the ascending order (this is for the sake of efficiency). For instance, \( \text{rows}[y] = (2, 4, 7) \) means that the only objects from \( X \) having \( y \) in \( I \) are the objects 2, 4, and 7. The two-dimensional array \( \text{table} \) and the array of lists \( \text{rows} \) will be used by the subsequent algorithms.

All the algorithms we are going to describe will use sets of objects and attributes represented by their characteristic arrays. That is, in case of attributes, a subset \( B \subseteq Y = \{0, 1, \ldots, n\} \) will be represented by an \((n+1)\)-element linear array \( b \) of 1s and 0s such that \( b[k] = 1 \) iff \( k \in B \) (and \( b[k] = 0 \) iff \( k \notin B \)). By a slight abuse of notation, we will identify \( B \) with \( b \) and write \( B[k] = 1 \) to denote \( k \in B \).

**Description of the Algorithm** If \( \langle A, B \rangle \) is a formal concept then due to the monotony of \( \uparrow \), all the formal concepts whose intents are strictly greater than \( B \) can be written as \( \langle (B \cup C)^1, (B \cup C)^{1\uparrow} \rangle \), where \( C \subseteq Y \) is a set of attributes such that there is at least one attribute \( y \in Y \) such that \( y \in C \) and \( y \notin B \). In particular, if we consider \( C = \{y\} \subseteq Y \) such that \( y \notin B \), then

\[
\langle (B \cup \{y\})^1, (B \cup \{y\})^{1\uparrow} \rangle
\]

(3)

is a formal concept such that \( (B \cup \{y\})^1 \subset A \) and \( B \subset (B \cup \{y\})^{1\uparrow} \). This is important from the computational point of view because if we want to compute
\((B \cup \{y\})^\downarrow\), it suffices to go exactly through all objects in \(A\) having attribute \(y\): \[(B \cup \{y\})^\downarrow = \{x \in A \mid \langle x, y \rangle \in I\} = A \cap \{y\}^\downarrow.\] (4)

The common attributes of objects from (4) form the intent of (3). We have just outlined the idea behind our algorithm which generates formal concept (3) given formal concept \(\langle A, B \rangle\) and attribute \(y \in Y\) which does not belong to \(B\). The corresponding procedure will be called ComputeClosure. It accepts a formal concept \(\langle A, B \rangle\) and an attribute \(y \notin B\) and produces a new formal concept \(\langle C, D \rangle\) which equals to (3). We can show that the algorithm is sound, see [16].

**Remark 2.** We have used two representations of the input data to establish desired efficiency of computing new formal concepts, i.e. the redundancy in representation is a trade-off for efficiency. The two-dimensional array representation is used to determine which attributes are not present in the intent of the newly computed formal concept (see lines 7–14 of ComputeClosure). The second representation is used to skip rows in which \(y\) does not appear. Such rows do not contribute to the closure \((B \cup \{y\})^\downarrow\), i.e. they can be disregarded. Our representation is most efficient for mid-size data sets (hundreds of attributes + thousands of objects) stored in RAM.

### 4 Sequential Algorithm

The previous section described how we can efficiently compute a new formal concept (3) given an initial formal concept \(\langle A, B \rangle\). In this section we present a simplified version of our sequential algorithm for computing formal concepts [16, 17] which is suitable for parallelization. The main idea behind this algorithm is the same as in case of the algorithm Close-by-One proposed by Kuznetsov in [12].

**Listing Formal Concepts in a Unique Order** The core of our algorithm is a recursive procedure GenerateFrom which lists all formal concepts using a depth-first search through the space of all formal concepts. The procedure starts with an initial formal concept \(\langle \emptyset^\downarrow, \emptyset^\downarrow \rangle\). During the search, the procedure first generates a new formal concept \(R\) by adding attributes to the intent of the current formal concept, i.e. it applies the procedure described in ComputeClosure. Then, it is checked whether \(R\) has already been found. If not, it processes \(R\) (e.g., prints it on the screen), and proceeds with generating further formal concepts resulting from \(R\) by adding attributes to its intent, i.e. here GenerateFrom recursively calls itself with \(R\) being the current formal concept.

The key issue here is to have a quick procedure testing whether a newly generated formal concept has been generated before. We generate the formal concepts in a unique order which ensures that each formal concept is processed exactly once. The principle is the following. Let \(\langle A, B \rangle\) be a formal concept, \(y \in Y\) such that \(y \notin B\). Put \(D = (B \cup \{y\})^\downarrow\), i.e. the new formal concept is \(\langle (B \cup \{y\})^\downarrow, D \rangle\), see (3). Once \(D\) is computed using ComputeClosure, we check whether
\[
D \cap \{0, 1, \ldots, y - 1\} = B \cap \{0, 1, \ldots, y - 1\}
\] (5)
Procedure \texttt{GenerateFrom}(\langle A, B \rangle, y)

1 process B (e.g., print B on screen);
2 if \( B = Y \) or \( y > n \) then
3 \hspace{1em} return
4 end
5 for \( j \) from \( y \) upto \( n \) do
6 \hspace{1em} if \( B[j] = 0 \) then
7 \hspace{2em} set \( \langle C, D \rangle \) to \texttt{ComputeClosure}(\langle A, B \rangle, j);
8 \hspace{2em} set \texttt{skip} to false;
9 \hspace{2em} for \( k \) from 0 upto \( j - 1 \) do
10 \hspace{3em} if \( D[k] \neq B[k] \) then
11 \hspace{4em} set \texttt{skip} to true;
12 \hspace{4em} break for loop;
13 \hspace{2em} end
14 \hspace{1em} end
15 \hspace{1em} if \texttt{skip} = false then
16 \hspace{2em} \texttt{GenerateFrom}(\langle C, D \rangle, j + 1);
17 \hspace{1em} end
18 end
19 return

is true. Note that the "\( \supseteq \)"-part of (5) is trivial. Moreover, (5) is true iff \( D \) agrees with \( B \) on the attributes 0, 1, \ldots, \( y - 1 \). In other words, (5) is true iff, for each \( i \in \{0, 1, \ldots, y - 1\} \): \( i \in D \) if \( i \in B \). Thus, condition (5) expresses the fact that the closure \( D \) of \( B \cup \{y\} \) does not contain any new attributes which are "before \( y \". Condition (5) will be used to check whether we should process \( D \). If (5) will be false, we will not process \( D \) because due to the depth-first search method, \( D \) has already been processed.

Description of the Algorithm The algorithm is represented by a procedure \texttt{GenerateFrom} that accepts two arguments. First, a formal concept \( \langle A, B \rangle \) represented by characteristic vectors of objects \( A \) and attributes \( B \) covered by the concept. Second, an attribute \( y \) which is the first attribute to be added to \( B \). \( \langle A, B \rangle \) serves as an initial concept from which we start generating other formal concepts. After its invocation, \texttt{GenerateFrom} proceeds as follows:

- It processes the formal concept \( \langle A, B \rangle \) (e.g., it prints \( A \) and \( B \) on screen).
- Then, the procedure checks whether \( B \) contains all the attributes from \( Y \), i.e. whether \( B \) represents the greatest intent, in which case we exit current branch of recursion (lines 2–4).
- The main loop (lines 5–20) iterates over all remaining attributes, starting with the attribute \( y \). In the body of the main loop (lines 6–18), \( j \) denotes the current attribute which we are about to add to \( B \). The if-condition at line 6 checks whether \( j \) is already present in \( B \). If so, we proceed with another attribute. If \( j \) is not present in \( B \), we try to generate new intent from \( B \cup \{j\} \) (lines 7–17).
At line 7, we compute a new formal concept denoted \( \langle C, D \rangle \). The loop between lines 9–14 checks whether \( B \) and \( D \) satisfy condition (5) for \( y \) being \( j \). A flag \( skip \) is initially set to false (line 8). The flag is reset to true iff there is \( k < j \) such that \( B \) and \( D \) disagree on \( k \).

If \( skip \) is false, i.e. if \( D \) and \( B \) agree on all attributes up to \( j - 1 \), we make a recursive call of the procedure \text{GenerateFrom} to compute descendant intents of \( D \), starting with the next attribute \( j + 1 \) (line 16).

In order to compute all the formal concepts, we invoke \text{GenerateFrom} with \( \langle \emptyset, \emptyset \rangle \) and \( y = 0 \) as its arguments. Then, after finitely many steps, the algorithm produces all formal concepts, each of them exactly once. The soundness of the algorithm is proved in [16], cf. also [12].

Relationship to Other Sequential Algorithms Conceptually, \text{GenerateFrom} is the same algorithm as Close-by-One proposed by Kuznetsov [12] although there are some technical differences. \text{GenerateFrom} can be seen as a simpler version of Close-by-One since we are not interested in the order of generated concepts. On the other hand, we utilize \text{ComputeClosure} which results to a much better performance. The algorithm is similar to Lindig’s algorithm [13, 14] in that it performs a depth-first search through the search space of all formal concepts. The key difference between our algorithm and that proposed by Lindig [14] and its variants is the way how we test that new formal concept has already been found. Lindig’s algorithm and its variants use additional data structures to store intents of found formal concepts. Thus, after a new formal concept is computed, Lindig’s algorithm looks up for the concept in a data structure, typically a search tree or a hashing table. Our algorithm uses similar idea as Ganter’s algorithm [8] to ensure that no concept is generated multiple times, see (5). Compared to Ganter’s algorithm, the number of concepts which are computed multiple times and “dropped” is much lower, see [16].

5 Parallel Algorithm

The sequential version of our algorithm, described in previous section, lists all formal concepts using a depth-first search through the space of all formal concepts. Consider a calling tree of the recursive procedure \text{GenerateFrom}. The parallel version consists in modification of \text{GenerateFrom} so that subtrees of the calling tree are executed simultaneously by independent processes. The problem to solve is, given a process, which subtree(s) will be executed in the process, or, put in other words, how to distribute computed formal concepts among the processes.

Computing Formal Concepts in More Processes In the following we describe our approach for computing formal concepts in a given fixed number \( P \) of separate processes running in parallel. In the approach, processes are executing subtrees (of the calling tree of \text{GenerateFrom}) containing, in the root node, a call of \text{GenerateFrom} for a formal concept generated by a predefined number of
attributes. The number of attributes, denoted by $L$, is a second parameter of the parallel algorithm. The parameter has an impact on the distribution of computed formal concepts among the processes, see Remark 3 on page 9.

The algorithm, consisting in modification of \texttt{GenerateFrom}, first simulates original sequential \texttt{GenerateFrom} until it reaches the recursion level at which formal concepts generated by $0 < L \leq n$ attributes are to be processed. The initial recursion halts at level which equals $L$, counting recursion levels from 0 upwards. The formal concepts generated by $L$ attributes, i.e. formal concepts $\langle C, D \rangle = \langle \{y_0, \ldots, y_{L-1}\}, \{y_0, \ldots, y_{L-1}\} \rangle$ such that $y_i \in Y$, are stored in a queue instead of being processed. For each of the $P$ processes there is exactly one queue and the selection of the queue to which we store $\langle C, D \rangle$ is the key point of the algorithm. In fact, by selecting a queue we select a process which will list all formal concepts descendant to $\langle C, D \rangle$. The optimal selection method should distribute all formal concepts to processes equally. This is, however, very hard to achieve since we do not know the distribution of formal concepts in the search space of all formal concepts until we actually compute them all. In the present version of the algorithm we select process $r$, where $r$ is the total number of stored formal concepts so far modulo the number $P$ of processes.

After filling up the queues, the modified procedure then forks itself into $P$ processes (or, alternatively, runs the following in $P - 1$ new processes too), and in each process the original sequential \texttt{GenerateFrom} is called for each formal concept in the queue of the respective process. This will list all the remaining descendant formal concepts, in parallel.

\textit{Description of the Algorithm} The algorithm is represented by a procedure \texttt{ParallelGenerateFrom}, the modification of \texttt{GenerateFrom} which accepts one additional argument: the recursion level counter $l$, which is used to recognize the recursion level $L$ at which formal concepts generated by $L$ attributes are to be stored in a queue rather than processed. After its invocation, \texttt{ParallelGenerateFrom} proceeds as follows:

- Until it reaches the recursion level $L > 0$, the procedure simulates original \texttt{GenerateFrom} (lines 6–24). The code is identical, with two exceptions: first, instead of exiting at line 8 it skips to the point where original \texttt{GenerateFrom} ends and, second, upon each recursive call of itself it increases the recursion level counter $l$ (line 21). In this step it (sequentially) processes all formal concepts generated by up to $L - 1$ attributes.

- When recursion level counter $l$ is equal to $L$, i.e. the procedure is about to process formal concept $\langle A, B \rangle$ generated by $L$ attributes, it (instead of processing $\langle A, B \rangle$) stores $\langle A, B \rangle$ and $y$ (the attribute to be added to $B$) to queue $\text{queue}[r]$ of selected process $r$ and exits current branch of recursion (lines 2–4). In this step, all formal concepts generated by $L$ attributes are stored in the queues.

- Notice that when \texttt{ParallelGenerateFrom} exits a branch of recursion at line 4, the execution continues at line 22 because line 21 is the only place where \texttt{ParallelGenerateFrom} is recursively called. Therefore, it continues at line...
Procedure ParallelGenerateFrom(⟨A, B⟩, y, l)

1 if l = L then
2 select r from 0 to P −1 (e.g. r = (∑s=0 P−1 queue[s]) mod P);
3 store (⟨A, B⟩, y) to queue[r];
4 return
5 end
6 process B (e.g., print B on screen);
7 if B = Y or y > n then
8 goto line 25;
9 end
10 for j from y upto n do
11 if B[j] = 0 then
12 set ⟨C, D⟩ to ComputeClosure(⟨A, B⟩, j);
13 set skip to false;
14 for k from 0 upto j −1 do
15 if D[k] ≠ B[k] then
16 set skip to true;
17 break for loop;
18 end
19 end
20 if skip = false then
21 ParallelGenerateFrom(⟨C, D⟩, j + 1, l + 1);
22 end
23 end
24 end
25 if l = 0 then
26 for r from 1 upto P −1 do
27 new process
28 while set ⟨C, D⟩, j to load from queue[r] do
29 GenerateFrom(⟨C, D⟩, j);
30 end
31 end
32 end
33 while set ⟨C, D⟩, j to load from queue[0] do
34 GenerateFrom(⟨C, D⟩, j);
35 end
36 end
37 return

25 after exiting the loop between line 10–24. Here, it either exits the current branch of recursion (if l ≠ 0) or continues if the top recursion level (l = 0) has been reached (i.e., no more branches of recursion are on the call stack).
- On the top recursion level (l = 0), it runs new P −1 processes running in parallel (lines 26, 27) and the last step is performed by the new processes too.
- Finally, still on the top recursion level only, in each process, it calls original GenerateFrom for each formal concept ⟨C, D⟩ and attribute j in the queue.
of the respective process (lines 28–30 and 33–35). That means, all formal concepts generated by \( L \) or more attributes are processed in separate processes running in parallel.

In order to compute all the formal concepts, we invoke \texttt{ParallelGenerateFrom} with \( \langle \emptyset^1, \emptyset^{l+1} \rangle, y = 0 \) and \( l = 0 \) as its arguments. Then, after finitely many steps, the algorithm produces all formal concepts, each of them exactly once. The soundness of the algorithm follows directly from the soundness of the sequential version \([12, 16]\) and the fact that processes compute predefined disjoint sub-collections of all formal concepts. This also means that the processes do not interfere with each other and hence the algorithm needs no synchronization. We postpone the proof to the full version of the paper. The parallelization also does not increase the overall theoretical complexity of the algorithm which is the same as for the sequential version.

Remark 3. Note that the parameter \( L \), in addition to the process selection method, also determines the number of formal concepts computed by each process. If \( L = 1 \), most of the formal concepts (formal concepts descendant to a formal concept generated by a single attribute) are computed by one or two processes. With increasing \( L \), formal concepts are distributed to processes more equally. On the other hand, however, with increasing \( L \) more formal concepts are computed sequentially and less in parallel. From our experimentation it seems a good trade-off value is already \( L = 2 \), where almost all formal concepts (for \( n \gg L \)) are computed in parallel and are distributed to processes nearly optimally. This will be further discussed in Section 6.

Remark 4. There have been several approaches to parallel algorithms in FCA. For instance, \([7]\) proposes a parallelization of Ganter’s algorithm by decomposing the set of all concepts into non-overlapping subsets which are computed simultaneously. Another parallelization of Ganter’s algorithm is presented in \([2]\). The basic idea in \([2]\) is that the lexicographically ordered power set \( 2^Y \) is split into \( p \) intervals of the same length (\( p \) indicates a number of processes). Then, each of the \( p \) intervals is executed by an independent process using a serial version of Ganter’s algorithm. A different approach is shown, e.g., in \([11]\) where the algorithm is based on dividing the input data into disjoint fragments which are then computed by independent processes. A detailed comparison of the algorithms in terms of their efficiency and scalability is beyond the scope of this paper and will be a subject of future investigation.

6 Experimental Evaluation

We have run several experiments to compare the algorithm with other algorithms for computing formal concepts. In the experiments, we have used Ganter’s \([8]\), Lindig’s \([14]\) and Berry’s \([4]\) algorithms and were interested in the performance of the algorithms measured by the running time. Furthermore, we have run several experiments to compare algorithm performances in dependence on number of
used CPUs. For the sake of comparison, we have implemented all the algorithms in ANSI C. The experiments were done on otherwise idle 64-bit x86_64 hardware with 8 independent processors (dual processor workstation with Quad-core Intel Xeon Processor E5345, 2.33 GHz, 12 GB RAM).

Note that even the serial version of our algorithm significantly outperforms the most commonly used algorithms for FCA. A detailed comparison can be found in [16]. In this section, we focus primarily on the scalability of our algorithm, i.e., we focus on the speed improvement with growing number of hardware processors.

Our first experiment compares our algorithm with various FCA algorithms using several data tables from the UCI Machine Learning Repository [1], UCI Knowledge Discovery in Databases Archive [10], and our dataset describing packages in the Debian GNU/Linux [6]. The results, along with the information on size and density (percentage of 1s) of used data sets, are depicted in Figure 1. First four rows contain computation times measured in seconds in case of our algorithm which has been run on 1 (sequential version), 2, 4, and 8 hardware processors. From all the graphs and tables we can see that our algorithm (significantly) outperforms all the other algorithms.

We now focus on the scalability of the algorithm, i.e., ability to decrease running time using multiple CPUs (or more precisely CPU cores). We have used selected data sets and various randomly generated data tables. Fig. 2 (left) contains results for selected datasets while Fig. 2 (right) contains results for randomly generated tables with 10000 objects and 5% density of 1's. By a relative speedup which is shown on y-axes in the graphs, we mean the theoretical speedup given by number of hardware processors (e.g., if we have 4 processors, the execution can be 4 times faster). Therefore, the relative speedup is a ratio of running time using a single CPU (the sequential version of the algorithm) and running time using multiple CPU cores. Note that the theoretical maximum of speedup is equal to the number of used CPUs but real speedup is always smaller due to certain overhead caused by managing of multiple threads of computation. Nevertheless, from the point of view of the speedup, we can see from the experiments...
that with growing number of attributes, the real speedup of the algorithm is near its theoretical limits.

In next experiment, that is depicted in Fig. 3 (left), we were focusing on the impact of density of 1’s. That is, we have generated data tables with various densities and observed the impact on the scalability. We have used data tables of size $100 \times 10000$. Finally, Fig. 3 (right) illustrates the influence of parameter $L$ on various data tables and amounts of CPU cores. The experiments indicate that good choice is $L \in \{2, 3\}$, see Remark 3.

7 Conclusions

We have introduced a parallel algorithm for computing formal concepts in object-attribute data tables. The parallel algorithm is an extension of the serial algo-
The algorithm we have proposed in [16]. The algorithm consists of a procedure for computing closures and a recursive procedure for computing formal concepts. The main feature of the recursive procedure is that it simulates the sequential one up to a point where the procedure forks into multiple processes and each process computes a disjoint set of formal concepts. Due to our design of the algorithm, there is no need for synchronization which significantly improves efficiency of the algorithm. We have shown that the algorithm is scalable. With growing numbers of CPUs, the speedup of the computation given by increasing number of CPUs is near its theoretical limit. The future research will focus on further refinements of the algorithm and comparison with other approaches.
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1 Introduction

We propose a parallel algorithm for computing all fixpoints of Galois connections induced by object-attribute incidence data. The fixpoints, called formal concepts [8, 19], represent fundamental rectangular patterns that can be found in the data. Besides their geometrical meaning, the fixpoints can be interpreted as formalizations of natural concepts found in the input incidence data: each formal concept is given by its extent, i.e. a set of all objects that fall under the concept, and intent, i.e. a set of all attributes (features) that are covered by the concept. The set of all formal concepts equipped with a subconcept–superconcept ordering forms a complete lattice which is commonly called a concept lattice. Concept lattices and related incidence structures are thoroughly studied by formal concept analysis—a discipline founded by Rudolf Wille in the early 1980s. Since then, many theoretical results and applications of formal concept analysis (FCA) appeared, see monograph [8] and a recent book [5] for an overview.

The basic task which appears in virtually any application of FCA is to take the input incidence data and compute the set of all formal concepts. The incidence data is represented by a binary relation \( I \subseteq X \times Y \) between a set \( X \) of objects and a set \( Y \) of attributes (features). The data can be depicted by a two-dimensional table with rows corresponding to objects, columns corresponding to attributes, and table entries being ones and zeros indicating presence/absence of attributes. The limiting factor of listing all formal concepts is that the problem is apparently hard as the associated counting problem is \#P-complete [13]. Fortunately, if \(|I|\) is considerably small, one can get sets of all formal concepts in reasonable time even if \( X \) and \( Y \) are large. The latter observation resulted in efforts of developing algorithms for FCA specialized on sparse incidence data.

This paper contributes to the family of algorithms for FCA by showing a clear and efficient way to parallelize the computation of concepts by splitting the set of all formal concepts into disjoint subsets which can be computed simultaneously with a minimal overhead. Our motivation for focusing on a parallel algorithm is twofold. First, one of the main problems of FCA is how to deal with large-scale data. The problem has become important recently as FCA is increasingly popular in the data-mining community as a preprocessing technique. Efficient parallelization and distribution over network may help overcome problems with delivering results in a reasonable time (for input data of reasonable size). Second, parallel computing is recently gaining interest as hardware manufactures are shifting their focus from improving computing power by increasing clock frequencies to developing processors with multiple cores. As the multiprocessor systems are becoming more affordable, there will be an increasing pressure to deliver parallel algorithms to better utilize the hardware. From these two points of view, research on parallel algorithms for FCA seems to be promising.

There are several algorithms for computing formal concepts which are closely related to our algorithm. Our algorithm can be seen as a parallelization of a simplified version of CbO [14, 15] and the algorithm proposed by Norris [18]. Our algorithm uses the same canonicity test for avoiding to process the same concept multiple times. This idea also appears in Ganter’s algorithm [7] but our algorithm produces
formal concepts in a different order. A detailed comparison will be presented in Section 3.

The paper is organized as follows. In Section 2 we recall notions from formal concept analysis. Section 3 describes the algorithm, shows its correctness, and presents comments on the relationship to other algorithms. Furthermore, in Section 4 we discuss complexity and efficiency issues of the algorithm both theoretically and experimentally. We focus on the scalability of the algorithm, i.e. the growth of its performance with respect to the growing number of processors.

2 Preliminaries and notation

In this section we recall basic notions of the formal concept analysis. More details can be found in monographs [8, 9] and [5]. Let \( X = \{0, 1, \ldots, m\} \) and \( Y = \{0, 1, \ldots, n\} \) denote finite nonempty sets of objects and attributes, respectively. A formal context is a triplet \( \langle X, Y, I \rangle \) where \( I \subseteq X \times Y \), i.e. \( I \) is a binary relation between \( X \) and \( Y \). As usual, given \( \langle X, Y, I \rangle \), we consider a pair of concept-forming operators [8] \( \uparrow_I : 2^X \to 2^Y \) and \( \downarrow_I : 2^Y \to 2^X \) defined, for each \( A \subseteq X \) and \( B \subseteq Y \), by \( A \uparrow_I = \{ y \in Y \mid \text{for each } x \in A : (x, y) \in I \} \) and \( B \downarrow_I = \{ x \in X \mid \text{for each } y \in B : (x, y) \in I \} \), respectively. If there is no danger of confusion, we omit \( I \) and write just \( \uparrow \) and \( \downarrow \) instead of \( \uparrow_I \) and \( \downarrow_I \), respectively. By a formal concept (in \( \langle X, Y, I \rangle \)) with extent \( A \) and intent \( B \) we mean any pair \( \langle A, B \rangle \in 2^X \times 2^Y \) such that \( A \uparrow = B \) and \( B \downarrow = A \). Thus, formal concepts are fixpoints of the concept-forming operators. The set of all fixpoints of \( \langle \uparrow, \downarrow \rangle \) will be denoted by \( B(X, Y, I) \). The set \( B(X, Y, I) \) of all formal concepts in \( \langle X, Y, I \rangle \) can be equipped with a partial order \( \leq \) modeling the subconcept–superconcept hierarchy:

\[
\langle A_1, B_1 \rangle \leq \langle A_2, B_2 \rangle \text{ iff } A_1 \subseteq A_2 \text{ (or, equivalently, iff } B_2 \subseteq B_1). \tag{1}
\]

If \( \langle A_1, B_1 \rangle \leq \langle A_2, B_2 \rangle \) then \( \langle A_1, B_1 \rangle \) is called a subconcept of \( \langle A_2, B_2 \rangle \). The set \( B(X, Y, I) \) together with \( \leq \) defined by (1) form a complete lattice whose structure is described by the Basic Theorem of FCA [8]. For the purpose of illustration, we are going to use the following

Example 1 Consider a formal context \( \langle X, Y, I \rangle \) corresponding to the incidence data table from Fig. 1 (left). The concept-forming operators induced by this context have exactly 15 fixpoints (formal concepts) \( C_1, \ldots, C_{15} \):

\[
\begin{align*}
C_1 & = \langle X, \emptyset \rangle, & C_6 & = \langle \{4\}, \{0, 1, 4, 5, 6, 7\} \rangle, & C_{11} & = \langle \{0, 2\}, \{1, 2, 5\} \rangle, \\
C_2 & = \langle \{1, 2, 4\}, \{0, 6\} \rangle, & C_7 & = \langle \{1, 2\}, \{0, 3, 6\} \rangle, & C_{12} & = \langle \{0\}, \{1, 2, 4, 5, 7\} \rangle, \\
C_3 & = \langle \{2, 4\}, \{0, 1, 5, 6\} \rangle, & C_8 & = \langle \{1\}, \{0, 3, 6, 7\} \rangle, & C_{13} & = \langle \{0, 3, 4\}, \{1, 4, 5\} \rangle, \\
C_4 & = \langle \{2\}, \{0, 1, 2, 3, 5, 6\} \rangle, & C_9 & = \langle \{1, 4\}, \{0, 6, 7\} \rangle, & C_{14} & = \langle \{0, 4\}, \{1, 4, 5, 7\} \rangle, \\
C_5 & = \langle \emptyset, Y \rangle, & C_{10} & = \langle \{0, 2, 3, 4\}, \{1, 5\} \rangle, & C_{15} & = \langle \{0, 1, 4\}, \{7\} \rangle.
\end{align*}
\]
Hence, \( B(X, Y, I) = \{C_1, \ldots, C_{15}\} \). If we equip \( B(X, Y, I) \) with the partial order (1), the resulting structure is the concept lattice of \( \langle X, Y, I \rangle \).

Note that formal concepts in \( \langle X, Y, I \rangle \) correspond to so-called maximal rectangles [8] in \( \langle X, Y, I \rangle \), cf. Fig. 1 (right).

\section*{3 Algorithm for computing all fixpoints}

In this section we describe the algorithm for computing all fixpoints of a Galois connection. We start by describing a subroutine which can be seen as a serial version of the algorithm. The main idea behind the serial subroutine of our algorithm is the same as in case of the algorithm Close-by-One (CbO) proposed by Kuznetsov in [15]. The parallel algorithm can be seen as several instances of the serial version working simultaneously on disjoint subsets of concepts. Since Galois connections induced by formal contexts are in fact the most general ones, we focus on fixpoints of \( \langle \uparrow_I, \downarrow_I \rangle \) for a given formal context \( \langle X, Y, I \rangle \) such that \( X = \{0, 1, \ldots, m\} \) and \( Y = \{0, 1, \ldots, n\} \).

\begin{algorithm}
\caption{Procedure \texttt{GenerateFrom} (\( \langle A, B \rangle \), \( y \))}
\begin{algorithmic}
\Function{GenerateFrom}{\langle A, B \rangle, y}
\State \textbf{Input:} formal concept \( \langle A, B \rangle \) and a number \( y \in Y \cup \{n + 1\} \) such that \( y \notin B \)
\State process \( \langle A, B \rangle \) \textit{(e.g., print \( \langle A, B \rangle \) on the screen)};
\If {\( B = Y \) or \( y > n \)}
\State \textbf{return}
\EndIf
\For {\( j \) from \( y \) upto \( n \)}
\If {\( j \notin B \)}
\State \textbf{set} \( C \) to \( A \cap \{j\}^\downarrow \);
\State \textbf{set} \( D \) to \( C^\uparrow \);
\If {\( B \cap Y_j = D \cap Y_j \)}
\State \textbf{GenerateFrom} (\( \langle C, D \rangle, j + 1 \));
\EndIf
\EndIf
\EndFor
\State \Return
\EndFunction
\end{algorithmic}
\end{algorithm}

The core of the serial algorithm is a recursive procedure \texttt{GenerateFrom}, see Algorithm 1, which lists all formal concepts using a depth-first search through the space of all formal concepts. The procedure accepts a formal concept \( \langle A, B \rangle \) (an
initial formal concept) and an attribute \( y \in Y \) (first attribute to be processed) as its arguments. The procedure recursively descends through the space of formal concepts, beginning with the formal concept \( \langle A, B \rangle \).

When invoked with \( \langle A, B \rangle \) and \( y \in Y \), \textsc{GenerateFrom} first processes \( \langle A, B \rangle \) (e.g., prints it on the screen or stores it in a data structure, see line 1 of Algorithm 1) and then it checks its halting condition, see lines 2–4. According to the halting condition, the computation stops either when \( \langle A, B \rangle \) equals \( (Y \uparrow, Y) \) (the least formal concept has been reached) or \( y > n \) (there are no more remaining attributes to be processed). Otherwise, the procedure goes through all attributes \( j \in Y \) such that \( j \geq y \) which are not contained in the intent \( B \) (see lines 5 and 6). For each \( j \in Y \) having these properties, a new pair \( \langle C, D \rangle \in 2^X \times 2^Y \) such that

$$
\langle C, D \rangle = \langle A \cap \{j\}^\uparrow, (A \cap \{j\})^\downarrow \rangle
$$

is computed (lines 7 and 8). One can show that \( \langle C, D \rangle \) is always a formal concept such that \( B \subset D \) (see Remark 1 below). After obtaining \( \langle C, D \rangle \), the algorithm checks whether it should continue with \( \langle C, D \rangle \) by recursively calling \textsc{GenerateFrom} or whether \( \langle C, D \rangle \) should be “skipped”. The test is based on comparing \( B \cap Y_j = D \cap Y_j \) where \( Y_j \subseteq Y \) is defined as follows:

$$
Y_j = \{ y \in Y \mid y < j \}.
$$

The role of the test (see lines 9–11) is to prevent processing the same formal concept multiple times. In the sequel we prove that \textsc{GenerateFrom} computes formal concepts in a unique order which ensures that each formal concept is processed exactly once.

**Remark 1** If \( \langle A, B \rangle \) is a formal concept then \( \langle C, D \rangle \) computed in lines 7 and 8 of Algorithm 1 is also a formal concept such that \( B \subset D \) and \( C \subset A \) provided that \( j \notin B \). Indeed, \( D = C^\uparrow \) by definition. Moreover, \( C = A \cap \{j\}^\uparrow = B^\downarrow \cap \{j\}^\downarrow = (B \cup \{j\})^\downarrow \). Since \( \downarrow \uparrow \) equals \( \downarrow \), we get \( D = C^\uparrow = (B \cup \{j\})^\downarrow = (B \cup \{j\})^\downarrow = C \), i.e. \( \langle C, D \rangle \) is a formal concept. The facts \( B \subset D \) and \( C \subset A \) follow from properties of the concept-forming operators \( \downarrow \) and \( \uparrow \) using \( j \notin B \).

In order to prove the correctness of Algorithm 1, we introduce so-called derivations which will correspond to recursive invocations of the procedure \textsc{GenerateFrom}. Later, the derivations will be used to describe the parallel algorithm.

**Definition 1** (Derivations of Formal Concepts) Let \( \langle X, Y, I \rangle \) be a formal context with \( Y = \{0, \ldots, n \} \). For formal concepts \( \langle A_1, B_1 \rangle, \langle A_2, B_2 \rangle \in \mathcal{B}(X, Y, I) \) and integers \( y_1, y_2 \in Y \cup \{n + 1\} \) let \( \langle \langle A_1, B_1 \rangle, y_1 \rangle \vdash \langle \langle A_2, B_2 \rangle, y_2 \rangle \) denote that for \( m = y_2 - 1 \) the following conditions

\begin{align*}
\text{(i)} & \quad m \notin B_1, \\
\text{(ii)} & \quad y_1 < y_2,
\end{align*}
(iii) \( B_2 = (B_1 \cup \{ m \})^{↓↑} \), and
(iv) \( B_1 \cap Y_m = B_2 \cap Y_m \), where \( Y_m \) is defined by (3)
are all satisfied. A derivation of \( \langle A, B \rangle \in \mathcal{B}(X, Y, I) \) of length \( k + 1 \) is any sequence
\[
\langle \emptyset^↓, \emptyset^{↓↑} \rangle, 0) = \langle (A_0, B_0), y_0 \rangle, \langle (A_1, B_1), y_1 \rangle, \ldots, \langle (A_k, B_k), y_k \rangle = \langle (A, B), y_k \rangle
\]
(4) such that \( \langle (A_i, B_i), y_i \rangle \vdash \langle (A_{i+1}, B_{i+1}), y_{i+1} \rangle \) for each \( i = 0, \ldots, k - 1 \). If \( \langle A, B \rangle \) has a derivation of length \( k \) we say that \( \langle A, B \rangle \) is derivable in \( k \) steps.

It is easily seen that \( \langle (A, B), y \rangle \vdash \langle (C, D), k \rangle \) iff the invocation of \( \text{GenerateFrom}(\langle A, B, y \rangle) \) causes \( \text{GenerateFrom}(\langle C, D \rangle, k) \) to be called in line 10. Indeed (i) ensures that the condition in line 6 of Algorithm 1 is satisfied, (ii) corresponds to the fact that the loop between lines 5–13 goes from \( y \) upwards, (iii) is the intent computed in line 8, and (iv) is true iff the condition in line 9 is true. Algorithm 1 and derivations are further demonstrated by the following example.

Example 2 Consider the formal context \( \langle X, Y, I \rangle \) from Fig. 1 (left). According to Example 1, denote \( \langle \emptyset^↓, \emptyset^{↓↑} \rangle = \langle X, \emptyset \rangle \) by \( C_1 \). If \( \text{GenerateFrom}(C_1, 0) \) is called, \( j \) goes over all attributes from \( Y \), starting with \( y = 0 \), see line 5. For \( j = 0 \), new formal concept \( \langle C, D \rangle \) with \( C = \{1, 2, 4\} \) and \( D = \{0, 6\} \) is computed (lines 7 and 8). Denote the concept by \( C_2 \). Since \( D \cap Y_0 = \emptyset = B \cap Y_0 \), i.e. the test in line 9 is successful, \( \text{GenerateFrom}(C_2, 1) \) is invoked. In terms of derivations, we have \( \langle C_1, 0 \rangle \vdash \langle C_2, 1 \rangle \).

During the invocation of \( \text{GenerateFrom}(C_2, 1) \), \( j \) goes over all attributes starting with 1. For \( j = 1 \), we get \( C = \{2, 4\} \) and \( D = \{0, 1, 5, 6\} \). Since \( \{0, 6\} \cap \{0\} = \{0, 1, 5, 6\} \cap \{0\} \), the test is successful and \( \text{GenerateFrom}(C_3, 2) \) is invoked where \( C_3 \) denotes \( \{2, 4\}, \{0, 1, 5, 6\}\). Thus, \( \langle C_2, 1 \rangle \vdash \langle C_3, 2 \rangle \). In a similar way we get \( \langle C_3, 2 \rangle \vdash \langle C_4, 3 \rangle \) and \( \langle C_4, 3 \rangle \vdash \langle C_5, 5 \rangle \). When \( \text{GenerateFrom}(C_5, 5) \) is invoked, all attributes are already present in the intent, i.e., the invocation of \( \text{GenerateFrom}(C_5, 5) \) is terminated and the computation goes back to \( \text{GenerateFrom}(C_4, 3) \) with \( j \geq 5 \). Since the intent of \( C_4 \) contains both 5 and 6, we continue with \( j = 7 \), for which we obtain a formal concept \( \langle C, D \rangle = \langle \emptyset, Y \rangle = C_5 \) which has already been found. In this case, the test in line 9 fails because \( B \cap Y_7 = \{0, 1, 2, 3, 5, 6\} = \{0, 1, 2, 3, 4, 5, 6\} = D \cap Y_7 \). Therefore, the invocation of \( \text{GenerateFrom}(C_4, 3) \) is terminated because \( j = n = 7 \) is the last attribute and the computation proceeds with \( \text{GenerateFrom}(C_3, 2) \) with \( j \geq 3 \). For \( j = 3 \), we obtain a concept \( \langle C, D \rangle = C_4 \) which has also been found and the test fails because \( B \cap Y_3 = \{0, 1\} \neq \{0, 1, 2\} = D \cap Y_3 \). For \( j = 4 \), we obtain a new concept \( \langle C, D \rangle = \langle \{4\}, \{0, 1, 4, 5, 6, 7\} \rangle = C_6 \) which has not been considered so far. The test succeeds, \( \text{GenerateFrom}(C_6, 5) \) is invoked, meaning \( \langle C_3, 2 \rangle \vdash \langle C_6, 5 \rangle \), and the computation continues in a similar way as before.

Remark 2 The computation of Algorithm 1 and the corresponding derivations can be depicted by a tree as in Fig. 2. The tree contains two types of nodes. Nodes represented by pairs \( \langle C_i, y_i \rangle \) represent arguments of \( \text{GenerateFrom} \), i.e. each node of this type represents an invocation of \( \text{GenerateFrom} \). Leaf nodes denoted by black squares represent computed concepts for which the test in line 9 fails. Each edge in the tree is labeled by the current value of \( y \) which is used to compute a (new) formal concept, see lines 7 and 8. We call such a tree a call tree of \( \text{GenerateFrom} \) for given
The following assertions show the existence and uniqueness of derivations.

**Lemma 1** (Existence of Derivations) For each formal concept \( (A, B) \in \mathcal{B}(X, Y, I) \) there is a derivation (4) such that \( y_i = m_i + 1 \) where

\[
m_i = \min\{y \in B \mid y \notin B_{i-1}\}
\]

for each \( 0 < i \leq k \).

**Proof** We prove by induction over \( i \) that \( \langle (A_0, B_0), y_0 \rangle, \ldots, \langle (A_i, B_i), y_i \rangle \) is a derivation. Assume that the claim holds for \( 0, \ldots, i-1 < k \). We prove that it holds for \( i \).

Since \( i-1 < k \), \( B \setminus B_{i-1} \neq \emptyset \). Therefore, \( m_i \) given by (5) and consequently \( y_i = m_i + 1 \) are well defined. Put \( B_i = (B_{i-1} \cup \{m_i\})^{↓↑} \) and \( A_i = A_{i-1} \cap \{m_i\}^{↓} \). We now prove that \( \langle (A_{i-1}, B_{i-1}), y_{i-1} \rangle \vdash \langle (A_i, B_i), y_i \rangle \) by checking Definition 1 (i)–(iv). Using (5), \( y_i - 1 = m_i \neq B_{i-1} \), i.e. (i) is true. In order to prove (ii), we check that \( m_{i-1} < m_i \). By contradiction, assume that \( m_i \leq m_{i-1} \). Obviously, \( m_{i-1} \neq m_i \) because \( m_i \notin B_{i-1} \) and \( m_{i-1} \in B_{i-1} \). Thus, assume \( m_i < m_{i-1} \neq 0 \). Since \( m_{i} \notin B_{i-1} \) and \( B_{i-2} \subset B_{i-1} \), we get \( m_i \notin B_{i-2} \). Using the induction hypothesis, \( m_{i-1} = \min\{y \in B \mid y \notin B_{i-2}\} \) which contradicts the facts that \( m_i < m_{i-1} \) and \( m_i \notin B_{i-2} \), proving (ii). Condition (iii) agrees with the definition of \( B_i \). It remains to check that \( B_{i-1} \cap Y_{m_i} = B_i \cap Y_{m_i} \). Since \( B_{i-1} \subset B_i = (B_{i-1} \cup \{m_i\})^{↓↑} \subseteq B \), \( m_i \) is a minimum attribute such that \( m_i \in B_i \) and \( m_i \notin B_{i-1} \). That is, for each \( y < m_i \), \( y \notin B_{i-1} \) iff \( y \in B_i \). The latter is equivalent to \( B_{i-1} \cap Y_{m_i} = B_i \cap Y_{m_i} \), showing (iv). \( \square \)
Lemma 2 (Uniqueness of Derivations) Each formal concept \( (A, B) \in \mathcal{B}(X, Y, I) \) has at most one derivation.

Proof According to Lemma 1, we prove that each derivation of \( (A, B) \) equals to (4) where \( y_i = m_i + 1 \) and \( m_i \) are given by (5). By contradiction, let

\[
\langle \langle A'_0, B'_0 \rangle, y'_0 \rangle, \langle \langle A'_1, B'_1 \rangle, y'_1 \rangle, \ldots, \langle \langle A'_r, B'_r \rangle, y'_r \rangle
\]

be another derivation of \( (A, B) \). Let \( i \) by the index such that \( y_j = y'_j \) for all \( j < i \) and \( y_i \neq y'_i \). It is easily seen that \( A_j = A'_j \) and \( B_j = B'_j \) for all \( j < i \). Furthermore, for \( m_i \) given by (5), we get \( m_i \in B_i \). The observations that \( m_i \notin B_j = B'_j \) for all \( j < i \) and that \( m_i \) is the minimum attribute in \( B \setminus B_{i-1} = B \setminus B'_i \) yield \( m_i \notin B'_i \) because otherwise

\[
B'_{i-1} \cap Y_{y'_i-1} = B'_i \cap Y_{y'_i-1}
\]

would be violated. On the other hand, \( m_i \in B = B'_i \), i.e. there must be an index \( j > i \) such that \( m_i \in B'_j \) and \( m_i \notin B'_h \) for all \( h < j \). In addition to that, we have \( m_i < y'_j - 1 < y'_j - 1 \). Therefore, \( m_i \in B'_j \cap Y_{y'_j-1} \) and \( m_i \notin B'_{j-1} \cap Y_{y'_j-1} \), contradicting the fact that \( B'_{j-1} \cap Y_{y'_j-1} = B'_j \cap Y_{y'_j-1} \).

We now get the following consequence of Lemmas 1 and 2:

Theorem 1 (Correctness of Algorithm 1) When invoked with \( \langle \theta^1, \emptyset^1 \rangle \) and \( y = 0 \), Algorithm 1 derives all formal concepts in \( (X, Y, I) \), each of them exactly once.

Remark 3 Algorithm 1 can be seen as a simplified version of CbO [14, 15]. We formulate the algorithm by a recursive procedure \texttt{GenerateFrom} rather than by backtracking as it is used in [15]. This has several benefits. First, \texttt{GenerateFrom} is much closer to the actual implementation than the abstract description from [15]. Second, there is no need for explicit labeling of attributes which have been processed, see [15], because each invocation of \texttt{GenerateFrom} has all the necessary information in a local variable \( j \). When computing new closures, we improve the efficiency of the algorithm by going through only a subset of all attributes from \( Y \), see line 5 of Algorithm 1. Finally, there is no need to build the CbO-tree [15] as a data structure. The CbO-tree corresponds to the recursive invocations of \texttt{GenerateFrom}: derivations from Definition 1 correspond to canonical paths in the CbO-tree, see [15].

Paths which are not canonical according to [15] can be seen as paths from the root node of the call tree of \texttt{GenerateFrom} to nodes labeled by black squares, see Fig. 2.

Ganter’s algorithm [7] is also closely related to our algorithm but it lists formal concepts in a different order. On the other hand, our algorithm can be easily modified to produce formal concepts in the same order with a slight loss of the performance. Indeed, during each invocation of \texttt{GenerateFrom}(\( (A, B), y \)) it suffices to (i) build a list \( \mathcal{L} \) of all concepts \( \langle A_i, B_i \rangle \) such that \( \langle A, B \rangle, y \vdash \langle A_i, B_i \rangle, j_i \) \( (j_i > y) \) without invoking \texttt{GenerateFrom}(\( (A_i, B_i), j_i \)), then (ii) sort the list \( \mathcal{L} \) according to the lexicographic order [7] on the intents \( B_i \), and (iii) recursively invoke \texttt{GenerateFrom}(\( (A_i, B_i), j_i \)) for all \( \langle A_i, B_i \rangle \) in the sorted list \( \mathcal{L} \) according to the lexicographic order.

We now turn our attention to the parallel algorithm. Assume that we have \( P \) independent processors which can execute instructions simultaneously. These may represent separate computers in a network or multiple processors in a system with
shared memory. We assume that each processor has access to the context \((X, Y, I)\). Since \((X, Y, I)\) is not altered during the computation, each processor can have its own copy of \((X, Y, I)\) or share one copy among multiple processors (in systems with shared memory).

### Algorithm 2

**Procedure ParallelGenerateFrom** \((\langle A, B \rangle, y, l)\)

**Input:** formal concept \((A, B)\),
- number \(y \in Y \cup \{n + 1\}\) such that \(y \notin B\),
- level of recursion \(L \geq 2\),
- number of processors \(P \geq 1\), and
- counter \(l\) such that \(1 \leq l \leq L\)

1. if \(l = L\) then
2. select \(r \in \{1, \ldots, P\}\);
3. store \(\langle\langle A, B \rangle, y \rangle\) to queue_{r};
4. return
5. end
6. process \(\langle A, B \rangle\) (e.g., print \(\langle A, B \rangle\) on screen);
7. if not \((B = Y \lor y > n)\) then
8. for \(j\) from \(y\) up to \(n\) do
9. if \(j \notin B\) then
10. set \(C\) to \(A \cap \{j\}^\uparrow\);
11. set \(D\) to \(C^\uparrow\);
12. if \(B \cap Y_j = D \cap Y_j\) then
13. \(\text{PARALLELGenerateFrom}(\langle C, D \rangle, j + 1, l + 1)\)
14. end
15. end
16. end
17. end
18. if \(l = 1\) then
19. for \(r\) from 1 up to \(P\) do
20. with processor \(r\)
21. foreach \(\langle\langle C, D \rangle, j \rangle\) \(\in\) queue_{r} do
22. \(\text{GenerateFrom}(\langle C, D \rangle, j)\);
23. end
24. end
25. wait for all processors
26. end
27. return

The parallelization we propose consists in modification of \texttt{GenerateFrom} so that particular subtrees of the call tree are computed simultaneously by \(P\) processors. The idea is best explained when we consider a call tree like the one in Fig. 2. Recall that \texttt{GenerateFrom} is a recursive procedure and its invocations during the computation agree with the nodes labeled \(\langle C_i, y_i \rangle\) in the tree. Moreover, the order in which the concepts are processed can be read directly from the call tree. It suffices to go through the \(\langle C_i, y_i \rangle\) nodes in the depth-first order following the labels of edges from smallest to biggest numbers. At any level of the call tree, we obtain a set of nodes which are root nodes of disjoint subtrees. For instance, in Fig. 2, the second level of the call tree contains nodes \((C_{10}, 2)\), \((C_{15}, 8)\), and \((C_2, 1)\). Two of the nodes are root nodes of nontrivial subtrees which may be processed independently by two processors. This suggests to modify \texttt{GenerateFrom} so that goes through the call tree only up to a certain predefined level \(L\) and then it lets \(P\) independent processors compute the remaining concepts descendant to those on the \(L\)th level. In terms of derivations, see Definition 1, the algorithm first processes all concepts which are derivable in less
than $L$ steps. The remaining concepts are computed in parallel. Therefore, a parallel procedure for computing concepts can be summarized by three consecutive stages:

Stage 1: Compute and process all concepts that are derivable in less than $L$ steps.
Stage 2: Store all concepts derivable in $L$ steps in $P$ independent queues.
Stage 3: Initiate $P$ processors and run the parallel computation: (i) let each of the processors take exactly one of the queues; (ii) let each processor compute all concepts (using Algorithm 1) beginning with those in its queue.

A parallel algorithm following this idea is represented by procedure ParallelGenerateFrom, see Algorithm 2. It is important to note that Algorithm 2 has two parameters which are constant during the computation: $P \geq 1$ (number of processors) and $L \geq 2$ (level of recursion, i.e. the maximum length of derivations which are computed sequentially in Stage 1). The choice of values of $P$ and $L$ has an influence of the practical performance of the algorithm. This issue will be addressed later. Procedure ParallelGenerateFrom is a modification of GenerateFrom and accepts one additional argument: a counter $l$ which goes from 1 up to $L$ and is used to indicate lengths of derivations that are processed in Stage 1.

After its invocation, ParallelGenerateFrom proceeds as follows: The procedure simulates the original GenerateFrom until it reaches the recursion level $L$, see the code between lines 1–17. This agrees with Stage 1 as outlined above. There are two technical differences between GenerateFrom and ParallelGenerateFrom:

- ParallelGenerateFrom increases the counter $l$ upon each invocation, see line 13. Obviously, if the procedure is initially called with $l = 1$ then during the computation $l$ is always equal to the current recursion level (call tree level). In addition to that, formal concepts that are processed in line 6 are exactly the concepts derivable in less than $L$ steps.
- Instead of returning from the recursion, see the condition in line 7, the procedure continues to the point where the original GenerateFrom ends. This step is taken because ParallelGenerateFrom has to initiate the parallel computation after the first two stages are finished, see lines 18–27.

When $l$ equals $L$, ParallelGenerateFrom has reached the level of recursion at which the serial algorithm stops, entering the Stage 2. In other words, $l = L$ means that the current formal concept $\langle A, B \rangle$ is derivable in $L$ steps. Instead of processing $\langle A, B \rangle$ in line 6, the procedure performs the code between lines 2–4, i.e., it selects one of the queues numbered $1, \ldots, P$, stores $\langle \langle A, B \rangle, y \rangle$ in the queue, and exits this branch of recursion. During this stage of computation, all formal concepts derivable in $L$ steps are stored in the queues.

Notice that the limit condition in line 1 also ensures that there are only finitely many recursive invocations of ParallelGenerateFrom. Since $L \geq 2$ and the initial value of the counter $l$ equals 1, the initial invocation of ParallelGenerateFrom is never terminated in line 4. As a consequence, after finitely many steps, the initial invocation of ParallelGenerateFrom gets to the line 18. Here, the condition succeeds because $l = 1$. Thus, the initial invocation proceeds with lines 19–26 which take care of initiating the parallel computation: each processor goes over all $\langle \langle A, B \rangle, y \rangle$ in its queue and invokes the serial procedure GenerateFrom with $\langle A, B \rangle$ and $y$ as its arguments. The only synchronization that is used in the algorithm is that the initial invocation waits until all processors finish the computation, see line 26. Also note that
the condition in line 1 ensures that the parallel computation will be initiated exactly once because there is only one invocation of \texttt{ParallelGenerateFrom} with \( l = 1 \).

**Remark 4** The key issue with Algorithm 2 is how to distribute formal concepts derivable in \( L \) steps into \( P \) queues. In fact, by selecting a queue in which we put \((\langle C, D \rangle, y)\) we select a processor which will list all formal concepts descendant to \( \langle C, D \rangle \). The optimal selection method should distribute all formal concepts to processors uniformly. This is, however, very hard to achieve since we do not know the distribution of formal concepts in the search space of all formal concepts until we actually compute them all and reveal the structure of the call tree. In the present version of the algorithm we select \textit{queue}, based on a simple round-robin principle: the index \( r \) is computed as \( r = (N \mod P) + 1 \) where \( N \) denotes the number of formal concepts stored so far. This principle, albeit simple, turned out to be efficient for both the real-world datasets and randomly generated data, see Section 4.

Our algorithm can be seen as having two parts: first, a part which distributes concepts into queues and, second, a part which runs several instances of the ordinary Close-by-One in parallel. Because of this reliance on CbO, we call our algorithm \textit{Parallel Close-by-One (PCbO)}. The following assertion shows correctness of PCbO:

**Theorem 2** (Correctness of PCbO) When invoked with \((\emptyset^\downarrow, \emptyset^\downarrow\uparrow)\), \( y = 0 \), and \( l = 1 \), Algorithm 2 derives all formal concepts in \( \langle X, Y, I \rangle \), each of them exactly once.

**Proof** The correctness is a consequence of properties of derivations, see Lemmas 1 and 2. First, it is easy to observe that Algorithm 2 finishes after finitely many steps. Moreover, each concept that is derivable in less than \( L \) steps is processed in the first stage, each of them is processed exactly once. This follows from the fact that \texttt{ParallelGenerateFrom} simulates \texttt{GenerateFrom}. If a concept is derivable in \( > L \) steps, it will be computed by one of the independent processors. Indeed, let (4) be the derivation of \( \langle A, B \rangle \) where \( k + 1 > L \). Then the \((L - 1)\)th element \((\langle A_{L-1}, B_{L-1} \rangle, y_{L-1})\) of the derivation (4) will be put in one of the queues, say \textit{queue}, in the second stage of the algorithm because \( \langle A_{L-1}, B_{L-1} \rangle \) is derivable in \( L \) steps. Therefore, \( \langle A, B \rangle \) will be computed by the processor \( r \). In addition to that, \( \langle A, B \rangle \) will be computed exactly once on the account of Lemma 2. \( \Box \)

**Remark 5** Let us comment on the role of \( P \) and \( L \) which influence Algorithm 2. Both the parameters have an impact on the distribution of computed formal concepts among the processors. Note that the practical range of the parameter \( P \) is somewhat limited by the hardware on which we run the algorithm (e.g., we are limited by hardware processors or network nodes). On the other hand, \( L \) can be set to any value \( \geq 2 \). The performance of the algorithm in dependence of the value of \( L \) is experimentally evaluated in Section 4. According to our observations, if \( L = 2 \), most of the formal concepts are computed by one or two processors. With increasing \( L \), formal concepts are distributed to processors more equally. On the other hand, large values of \( L \) tend to degenerate the parallel computation. For instance, if \( L \geq |Y| + 1 \) then all concepts will be computed in the first (sequential) stage because the depth of the call tree is at most \(|Y| + 1 \). From our experiments it seems that on average, a good trade-off value is already \( L = 3 \) provided that \(|Y| \) is large. In such a case, almost all
formal concepts are computed in parallel and are distributed among the processors nearly optimally.

\textbf{Example 3} We illustrate the influence of $P$ and $L$ on how Algorithm 2 computes the concepts. Consider a formal context $\langle X, X, \neq \rangle$ where $|X| = 5$. The corresponding $B(X, X, \neq)$ is isomorphic to the Boolean algebra $2^5$. Figure 3 contains results for four combinations of values of $P$ and $L$. Each of the diagrams in Fig. 3 depicts the Hasse diagram of the concept lattice where nodes denoted by black circles correspond to concepts processed during the initial sequential stage. Nodes denoted by numbers are processed by independent processors of the corresponding numbers. In case of $P = 2$ and $L = 2$, only the topmost concept is processed in the first stage. During the second stage, three concepts are put in the queue of the first processor, the remaining two concepts are put in the queue of the second processor. The total number of concepts that are processed by the two processors are 21 and 10, respectively. If $P = 2$ and $L = 3$ (second diagram), the concepts are distributed among the processors more equally: 16 and 10. A similar situation applies for $P = 3$ where we have 18, 9, and 4 concepts processed by three processors in case of $L = 2$ and 11, 10, and 5 in case of $L = 3$, see last two diagrams.

\textbf{Remark 6} The parallel computation of Algorithm 2 can be degenerate, meaning that in certain situations, only one of the $P$ processors is computing all the remaining concepts while other processors are idle. Such a situation occurs iff the $L$th level of the call tree contains at most one node $\langle C_i, y_i \rangle$. In particular, the situation occurs when $B(X, Y, I)$ is isomorphic to an ordinal sum $L_1 \oplus L_2$ of a lattice $L_1$ and an $n$-element chain $L_2$ where $n$ equals $L$ (the recursion level), see Fig. 4. Such pathologic situations can be (partially) avoided by modifying the condition in line 1 of Algorithm 2 so that it checks whether at least a given number of queues are nonempty. More details on the utilization of processors can be found in Section 4.

Let us conclude this section with bibliographical remarks on existing approaches to parallel algorithms in FCA. For instance, [6] proposes a parallelization of Ganter’s algorithm by decomposing the set of all concepts into non-overlapping subsets which are computed simultaneously. Another parallelization of Ganter’s algorithm is presented in [2]. The basic idea in [2] is that the lexicographically ordered power

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Examples of parallelization for various values of $P$ and $L$}
\end{figure}
set $2^Y$ is split into $p$ intervals of the same length ($p$ indicates a number of processes). Then, each of the $p$ intervals is executed by an independent process using a serial version of Ganter’s algorithm. A different approach is shown, e.g., in [12] where the algorithm is based on dividing the input data into disjoint fragments which are then computed by independent processes. A detailed comparison of the algorithms in terms of their efficiency and scalability is beyond the scope of this paper and will be a subject of future investigation.

4 Efficiency and implementation issues

From the point of view of the worst-case complexity, PCbO is a polynomial time delay [11] algorithm with asymptotic complexity $O(|\mathcal{B}| \cdot |Y|^2 \cdot |X|)$ because in the worst case, PCbO can degenerate into the sequential CbO [14, 15]. The actual performance compared to CbO is influenced by the number of processors $P$ and their utilization. In case of optimal utilization of processors, PCbO can run $P$ times faster than CbO, i.e. the reciprocal $P^{-1}$ can be seen as a multiplicative constant of the running time of CbO. In practice, the multiplicative constant is greater than $P^{-1}$ because (i) concepts are not distributed over the processors uniformly and (ii) the parallelization has certain overhead. In order to show how PCbO behaves on average data, we should provide theoretical and experimental average-case complexity analysis. The theoretical analysis seems to be an interesting and challenging problem which is

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Mushroom</th>
<th>Tic-tac-toe</th>
<th>Debian tags</th>
<th>Anon. web</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>8,124 × 119</td>
<td>958 × 29</td>
<td>14,315 × 475</td>
<td>32,710 × 295</td>
</tr>
<tr>
<td>Density</td>
<td>19 %</td>
<td>34 %</td>
<td>&lt; 1 %</td>
<td>1 %</td>
</tr>
<tr>
<td>PCbO ($P = 1$)</td>
<td>4.89</td>
<td>0.06</td>
<td>7.79</td>
<td>40.32</td>
</tr>
<tr>
<td>PCbO ($P = 2$)</td>
<td>2.78 (5.16)</td>
<td>0.04 (0.07)</td>
<td>5.52 (9.34)</td>
<td>22.16 (43.33)</td>
</tr>
<tr>
<td>PCbO ($P = 4$)</td>
<td>1.90 (5.39)</td>
<td>0.03 (0.07)</td>
<td>3.65 (10.88)</td>
<td>13.38 (47.81)</td>
</tr>
<tr>
<td>PCbO ($P = 8$)</td>
<td>1.18 (5.58)</td>
<td>0.02 (0.07)</td>
<td>2.51 (11.08)</td>
<td>8.09 (46.68)</td>
</tr>
<tr>
<td>Ganter’s</td>
<td>834.40</td>
<td>2.15</td>
<td>1,720.82</td>
<td>10,039.73</td>
</tr>
<tr>
<td>Lindig’s</td>
<td>5,271.98</td>
<td>14.53</td>
<td>2,639.67</td>
<td>13,422.64</td>
</tr>
<tr>
<td>Berry’s</td>
<td>934.50</td>
<td>5.78</td>
<td>1,531.94</td>
<td>3,615.07</td>
</tr>
</tbody>
</table>
yet to be explored. In the sequel we present results of experiments with randomly generated and real data sets which may give hint how PCbO behaves for different values of $P$ and $L$.

We first compare PCbO with other algorithms [16] for computing formal concepts. Namely, we compare it with Ganter’s [7], Lindig’s [17] and Berry’s [4] algorithms (all implemented in ANSI C). The comparison is made using datasets from [1, 10] and a dataset generated from package descriptions in Debian GNU/Linux. The results, along with the information on sizes and densities (percentage of 1s) of used data sets, are depicted in Table 1. The first four rows contain running times of PCbO that has been run on 1 (sequential version), 2, 4, and 8 hardware processors. The measurements have been done on an otherwise idle 64-bit x86_64 hardware with 8 independent processors (2 × Quad-Core Intel Xeon E5345, 2.33 GHz, 12 GB RAM). For $P > 1$, the table in Table 1 contains total processor time used to compute all formal concepts (the time written in parentheses). This time allows us to make a rough estimate of the overhead that is needed to manage multiple threads of computation: the overhead can be computed as the real processor time minus the total processor time divided by $P$. As it is expected, larger values of $P$ lead to a larger overhead. The utilization of processors can be observed from the number of concepts that are processed by each processor. For instance, Table 2 shows the distribution of computed concepts among particular processors. The processor marked #0, is the initial sequential stage of the algorithm. It should be mentioned that the number of computed concepts by each processor is entirely given by parameters $P$, $L$, and by the context. This means, if one processor completes its computation, it cannot “help” other processors to process their load.

The next experiment focuses on the scalability of PCbO, i.e., the ability to decrease the running time using multiple processors. For this set of experiments we have used
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**Fig. 5** Relative speedup in various data tables (on the left); relative speedup in contexts with various counts of attributes (on the right)
Parallel algorithm for computing fixpoints of Galois connections

5 Conclusions

We have introduced a parallel algorithm called PCbO for computing formal concepts in object-attribute data tables. The parallel algorithm results as a parallelization of CbO [14, 15] and is formalized by a recursive procedure which simulates the ordinary CbO up to a point where it forks into multiple processes and each process computes a disjoint set of formal concepts. The algorithm has minimal overhead because the concurrent processes computing disjoint sets of concepts are fully independent. This significantly improves efficiency of the algorithm. We have shown that the algorithm is scalable. With growing numbers of CPUs, the speedup of the computation given by increasing number of CPUs is near its theoretical limit. The implementation of the algorithm can be downloaded from

The future research will focus on

- refinements of the algorithm including new approaches to reducing the number of concepts which are computed multiple times, some advances towards this direction can be found in Outrata and Vychodil (submitted for publication);
- comparison of various strategies for selecting queues and advanced conditions preventing degenerate computation, see Remark 6;
- performance comparison with other parallel algorithms, performance and scalability tests of various data structures for representing contexts, extents, and intents;
- specialized variants of the algorithm focused to solve particular problems related to FCA, e.g., factorization of binary matrices [3].
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Abstract. The paper presents a survey of recent advances in algorithms for computing all formal concepts in a given formal context which result as modifications or extensions of CbO. First, we present an extension of CbO, so called FcBo, and an improved canonicity test that significantly reduces the number of formal concepts which are computed multiple times. Second, we outline a parallel version of the proposed algorithm and discuss various scheduling strategies and their impact on the overall performance and scalability of the algorithm. Third, we discuss important data preprocessing issues and their influence on the algorithms. Namely, we focus on the role of attribute permutations and present experimental observations about the efficiency of the proposed algorithms with respect to the number of inversions in such permutations.

1 Introduction

The major issue of widely-used algorithms for computing formal concepts, including CbO [12–14], NextClosure [5, 6], or UpperNeighbor [16], is that some concepts are computed multiple times which brings significant overhead. This paper deals with various ways to reduce the overhead. Notice that recently an increasing attention has been paid to various modifications of CbO, see [1, 10, 17].

This paper presents a survey of recent advances in three interconnected areas. First, we present an algorithm called FcBo which achieves better performance than CbO by reducing the total number of formal concepts that are computed multiple times. The reduction is achieved by introducing an additional canonicity test which effectively prunes the CbO tree during the computation. Second, we elaborate on issues related to parallel execution of FcBo. We have already proposed a parallel variant of CbO, so-called PcBo [10]. In this paper, we propose an analogous parallelization of FcBo and we discuss various workload distribution strategies that may have impact on the overall performance of such parallelization. Third, we focus on data preprocessing—an important issue that is often underestimated. Namely, some algorithms for FCA (including those from the CbO family) achieve better performance if attributes are processed in particular order. In this paper, we present a preliminary study of the role of attribute permutations on the performance of CbO and the derived algorithms.

* Supported by grant no. P103/10/1056 of the Czech Science Foundation and by grant no. MSM 6198959214.
Throughout the paper, $X = \{0, 1, \ldots, m\}$ and $Y = \{0, 1, \ldots, n\}$ are finite nonempty sets of objects and attributes, respectively, and $I \subseteq X \times Y$ is an incidence relation. The triplet $\langle X, Y, I \rangle$ is a formal context. The concept-forming operators induced by $I$ will be denoted by $\uparrow_i : 2^X \to 2^Y$ and $\downarrow_i : 2^Y \to 2^X$, respectively, see [6] for details. We assume that the reader has knowledge of basic algorithms for FCA.

2 FCbO: Fast Close-by-One with New Canonicity Test

In this section we briefly describe the new canonicity test and a new algorithm derived from CbO which uses this test. Recall that the original canonicity test used by CbO (and NextClosure) is always used after a new formal concept is computed. For $B \subseteq Y$ and $j \not\in B$, one checks whether

$$B \cap Y_j = D \cap Y_j,$$

and $Y_j = \{y \in Y \mid y < j\}$. FCbO employs an additional test that is performed before $D$ is computed, eliminating thus the computation of $\downarrow_i \uparrow_i$. Notice that (1) fails iff $B / \setminus j \neq \emptyset$, where

$$B \cap j = (D \setminus B) \cap Y_j = ((B \cup \{j\}) \downarrow_i \uparrow_i \setminus B) \cap Y_j.$$  

The new canonicity test exploits the fact that if (1) fails for given $B$ and $j \not\in B$, the monotony of $\downarrow_i \uparrow_i$ yields that the test will also fail for each $B' \supseteq B$ such that $j \not\in B'$ and $B \cap j \not\subseteq B'$. The conclusion can be done without computing $D$. If $B \cap j \subseteq B'$, we are still compelled to perform the original canonicity test. Thus, the new (additional) canonicity test is based on the following assertion:

Lemma 1 (See [17]). Let $B \subseteq Y$, $j \not\in B$, and $B \cap j \neq \emptyset$. Then, for each $B' \supseteq B$ such that $j \not\in B'$ and $B \cap j \not\subseteq B'$, we have $B' \cap j \neq \emptyset$.  

FCbO can be seen as an extended version of CbO in that we propagate the information about sets (2) which take part in the new test. The information is propagated in the top-down direction. In order to apply the new test, we have to change the search strategy of the algorithm from the depth-first search (as it is in CbO) to a combined depth-first and breadth-first search. FCbO is represented by a recursive procedure FASTGENERATEFROM, see Algorithm 1, which accepts three arguments: a formal concept $\langle A, B \rangle$ (an initial formal concept), an attribute $y \in Y$ (first attribute to be processed), and a set $\{N_y \subseteq Y \mid y \in Y\}$ of subsets of attributes $Y$ the purpose of which is to carry information about sets (2). Each invocation of FASTGENERATEFROM has its own local queue used to store information about computed concepts. Unlike CbO, if the canonicity tests succeed (line 7 and line 10), we do not call FASTGENERATEFROM recursively but we store information about the concept in the queue (line 11). After each attribute is processed, we perform the recursive calls, see lines 17–19. The new canonicity test is performed in line 7 based on information stored in $N_j$’s. The original canonicity test is performed in line 10. If the test in line 10 fails, we update the contents of $M_j$, see line 13. Note that $M_j$’s can be seen as local copies.
Algorithm 1: Procedure FastGenerateFrom($\langle A, B \rangle, y, \{N_y \mid y \in Y\}$)

1. list $(A, B)$ // concept $(A, B)$ is processed, e.g., listed or stored
2. // check halting condition of the current call
3. if $B = Y$ or $y > n$ then
4.  return
5. // process all attributes beginning with $y$
6. for $j$ from $y$ upto $n$ do
7.  set $M_j$ to $N_j$ // $M_j$ is a pointer to $N_j$
8.  // perform new canonicity test
9.  if $j \notin B$ and $N_j \cap Y_j \subseteq B \cap Y_j$ then
10.     set $C$ to $A \cap \{j\}^{\downarrow I}$
11.     set $D$ to $C^{\uparrow I}$
12.     // perform original canonicity test
13.     if $B \cap Y_j = D \cap Y_j$ then
14.        // store new concept for further processing
15.    else
16.    end
17.  end
18.  // perform recursive calls of FastGenerateFrom
19. while get $\langle\langle C, D \rangle, j \rangle$ from queue do
20.    FastGenerateFrom($\langle C, D \rangle, j + 1, \{M_y \mid y \in Y\}$)
21. end
22. // terminate current call
23. return

Sets $N_j$’s which are used as the third argument for consecutive calls of FastGenerateFrom. Sets $N_j$ are used instead of (2) because it is actually easier (and more efficient) to maintain a set of pointers to intents than to compute (and allocate memory for) sets (2) during the computation.

FCbO is correct: when invoked with $\langle\langle 0^{\downarrow I}, 0^{\uparrow I} \rangle, y = 0, \{N_y = \emptyset \mid y \in Y\} \rangle$, Algorithm 1 lists all formal concepts in $\langle X, Y, I \rangle$ in the same order as CbO, each of them exactly once. Let us note that FCbO can be turned into a “Fast NextClosure” (i.e., an algorithm that lists concepts in the lexicographical order [5]) by either (i) using a stack instead of a queue or by (ii) modifying the loop in line 5 so that it goes from $n$ downto $y$. See [17] for further details on FCbO.

Example 1. Consider a context with $X = \{0, \ldots, 3\}$, $Y = \{0, \ldots, 5\}$, and $I = \{(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (1, 3), (1, 4), (1, 5), (2, 0), (2, 1), (2, 2), (3, 1), (3, 2)\}$. This formal context induces 12 formal concepts denoted $C_1, \ldots, C_{12}$. In case of both CbO and FCbO, the computation can be depicted by a tree. Moreover, a
FCbO tree is a pruned version of the CbO tree, see Fig. 1. The black-square nodes represent concepts computed multiple times by FCbO and CbO whereas the grey-square nodes represent concepts computed multiple times by CbO and not computed by FCbO. Therefore, grey nodes and edges in Fig. 1 denote sub-trees pruned using the new canonicity test. In this case, the number of concept computed multiple times is significantly reduced.

**Experimental Evaluation** We have evaluated FCbO and compared CbO and FCbO using various real data sets and artificial data sets. The impact of the new canonicity test is presented in Table 1 comparing the total numbers of closures computed by CbO and FCbO in selected benchmark data sets [2, 8]. The table includes numbers of concepts and ratios of the number of computed closures to the number of (distinct) formal concepts in the data, i.e., the frequency of successful canonicity tests. Apparently, FCbO has a higher rate of successful canonicity tests than CbO. Thus, in terms of the number of computed closures, FCbO is more efficient than CbO. Since the total number of computed closures directly influences the speed of the algorithm, FCbO is (usually) faster than CbO [17]. The reduction of total time needed for computing all formal concepts is apparent from Table 2. The table shows total time (in seconds) needed to
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analyze the data sets. For the purpose of comparison the table contains also other well-known algorithms. The experiments were performed on an Apple MacPro computer equipped with two quad-core processors (Intel Xeon, 2.8 GHz) and 16 GB of RAM and all algorithms were implemented in ANSI C using bitarray representation [11]. Notice that in the worst case, FCbO collapses into CbO (e.g., in case of $I$ being the inequality relation on $X = Y$). FCbO is a polynomial time-delay algorithm [7, 9] because the additional canonicity test has a linear time-delay overhead compared to CbO, see [17] for further details on FCbO and its performance.

3 PFCbO: Parallel FCbO and Workload Distribution

This section is devoted to parallelization issues of FCbO. Recall that in [10], we have described PCbO which results by a parallelization of CbO. FCbO can be turned into a parallel algorithm in much the same way as the original CbO can be turned into PCbO. Since the procedure of parallelization is fairly similar to that presented in [10], we focus mainly on issues that are not discussed in [10]. Namely, we compare several strategies to balance the workload distribution among independent processors and compare their efficiency.

Following the ideas from [10], a parallel variant of FCbO consists of three stages: First, we compute and process all concepts that are derivable in less than $L$ steps. Second, we store all concepts derivable in exactly $L$ steps in a new queue. Third, we distribute concepts from the queue among $P$ independent processors and we let each of the processors compute the remaining concepts using FCbO. Typically, each processor $r$ has its own queue denoted $queue_r$ containing concepts assigned to this processor. A parallel algorithm based on these ideas shall be called Parallel Fast Close-byOne (PFCbO).

Clearly, the practical efficiency of both PChO and PFCbO depends on the choice of the strategy that distributes concepts among processors during the third step of the computation. The decision how to assign concepts to particular queue is generally difficult since we do not know the distribution of formal concepts in the search space of all formal concepts until we actually compute them all and reveal the structure of the call tree. As a consequence, the distribution

<table>
<thead>
<tr>
<th></th>
<th>mushroom</th>
<th>tic-tac-toe</th>
<th>debian tags</th>
<th>anon. web</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>8,124 × 119</td>
<td>958 × 29</td>
<td>14,315 × 475</td>
<td>32,710 × 295</td>
</tr>
<tr>
<td>density</td>
<td>19 %</td>
<td>34 %</td>
<td>&lt; 1 %</td>
<td>1 %</td>
</tr>
<tr>
<td>FCbO</td>
<td>0.23</td>
<td>0.02</td>
<td>0.10</td>
<td>0.15</td>
</tr>
<tr>
<td>CbO</td>
<td>4.34</td>
<td>0.06</td>
<td>5.31</td>
<td>27.14</td>
</tr>
<tr>
<td>NextClosure</td>
<td>685.00</td>
<td>1.86</td>
<td>1,432.25</td>
<td>8,236.85</td>
</tr>
<tr>
<td>UpperNeighbor</td>
<td>4,368.19</td>
<td>12.54</td>
<td>2,159.80</td>
<td>11,068.52</td>
</tr>
<tr>
<td>Berry’s [3]</td>
<td>950.73</td>
<td>6.93</td>
<td>1,512.73</td>
<td>4,421.51</td>
</tr>
</tbody>
</table>

Table 2. Performance of algorithms (speed in seconds).
of workload may be in some cases unbalanced. In [10], we have used a simple round-robin principle which turned out to be reasonably efficient. Nevertheless, there are other schemes of the workload distribution that can be considered:

(i) **round-robin**—concepts are distributed to queues attached to each processor, in the way that \( n \)-th concept is placed into a queue where \( r = (n \mod P) + 1 \) and \( P \) is the number of processors. For instance, if we consider \( P = 4 \) and concepts \( C_1, \ldots, C_{10} \), they are assigned to queues as follows:

- \( \text{queue}_1 = \{C_1, C_5, C_9\} \)
- \( \text{queue}_2 = \{C_2, C_6, C_{10}\} \)
- \( \text{queue}_3 = \{C_3, C_7\} \)
- \( \text{queue}_4 = \{C_4, C_8\} \).

(ii) **zig-zag**—this strategy is similar to the previous strategy but it uses a different formula to determine the queue \( r \). The queue \( r \) is given by

\[
  r = \min\left((n \mod z, z - (n \mod z)) + 1\right) + 1 \tag{3}
\]

where \( z = 2 \times P + 1 \) assuming that \( P \) is number of processors. For \( P = 4 \) and concepts \( C_1, \ldots, C_{10} \) the distribution of concepts is

- \( \text{queue}_1 = \{C_1, C_8, C_9\} \)
- \( \text{queue}_2 = \{C_2, C_7, C_{10}\} \)
- \( \text{queue}_3 = \{C_3, C_6\} \)
- \( \text{queue}_4 = \{C_4, C_5\} \).

(iii) **blocks**—this workload distribution scheme divides the queue of all concepts into chunks of approximately equal size and these “blocks of concepts” are redistributed into the queues of independent processors. In this case, the \( n \)-th concept is placed into \( \text{queue}_r \), where

\[
  r = \left\lceil \frac{(n \times P)}{Q} \right\rceil \tag{4}
\]

with \( P \) being the number of processors, \( Q \) being the number of all concepts, and \( \lceil x \rceil \) being the usual ceiling function. For instance, in case of \( C_1, \ldots, C_{10} \) (i.e., \( Q = 10 \)) and four queues (i.e., \( P = 4 \)), we get:

- \( \text{queue}_1 = \{C_1, C_2\} \)
- \( \text{queue}_2 = \{C_3, C_4, C_5\} \)
- \( \text{queue}_3 = \{C_6, C_7\} \)
- \( \text{queue}_4 = \{C_8, C_9, C_{10}\} \).

(iv) **fair**—all concepts remain stored in one shared queue and each processor gets concepts from the queue one by one. The benefit of this scheme is that it allows to react on the revealing structure of the call tree. On the other hand, this method of distributing concepts requires synchronization among processors while accessing this queue. Note that in contrast to the above-described schemes, this scheme has no fixed structure and the workload is distributed non-deterministically.

(v) **random**—the workload is spread among processors randomly. We are considering this strategy to be referential and it is included for the purpose of comparison.

**Experimental Evaluation** In order to evaluate the strategies of workload distribution, we have tested our algorithm for each strategy using various data sets and various number of processors. Table 3 depicts the time needed to compute all formal concepts using particular strategy. Surprisingly, there are only small
Table 3. Performance under various workload distributions (speed in seconds).

<table>
<thead>
<tr>
<th>Workload Distribution</th>
<th>round-r</th>
<th>blocks</th>
<th>fair</th>
<th>zig-zag</th>
<th>random</th>
</tr>
</thead>
<tbody>
<tr>
<td>debian tags</td>
<td>0.0974</td>
<td>0.0988</td>
<td>0.0938</td>
<td>0.0984</td>
<td>0.0986</td>
</tr>
<tr>
<td>anon. web</td>
<td>0.1518</td>
<td>0.1590</td>
<td>0.1500</td>
<td>0.1528</td>
<td>0.1522</td>
</tr>
<tr>
<td>mushroom</td>
<td>0.1772</td>
<td>0.2158</td>
<td>0.1550</td>
<td>0.1788</td>
<td>0.1820</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>0.0172</td>
<td>0.0198</td>
<td>0.0168</td>
<td>0.0174</td>
<td>0.0180</td>
</tr>
<tr>
<td>random (5000 × 100 × 10)</td>
<td>0.0806</td>
<td>0.1194</td>
<td>0.0796</td>
<td>0.0820</td>
<td>0.0876</td>
</tr>
<tr>
<td>random (10000 × 100 × 15)</td>
<td>1.1380</td>
<td>2.1326</td>
<td>0.8698</td>
<td>1.0974</td>
<td>1.1670</td>
</tr>
</tbody>
</table>

differences among the considered schemes of the workload distribution, i.e., the ordinary round-robin used in [10] is indeed adequate for the job. Nevertheless, the fair strategy seems to be the most efficient. One can see that the round-robin and zig-zag strategies provide performance slightly better than the random workload distribution. On the other hand, the blocks scheme of distribution provides performance even worse than the random distribution and seems to be inappropriate for PFCbO.

4 Data Preprocessing Issues

Algorithms for computing concepts can be classified in many ways, see, e.g. [15]. An important attribute of algorithms for FCA is whether their performance depends on the order of objects and attributes in the input data table. Therefore, an algorithm for computing formal concepts shall be called (permutation) resistant whenever all isomorphic copies of a formal context \( \langle X, Y, I \rangle \) with \( Y = \{0, 1, \ldots, n\} \) require the same number of elementary computation steps in order to compute all concepts. For our purposes, an elementary computation step will be represented by computation of a single fixpoint of the concept-forming operators \( \uparrow_I \) and \( \downarrow_I \).

One can easily see that, e.g., Lindig’s UpperNeighbor algorithm [16] is resistant. On the other hand, CbO and FCbO are not resistant. Indeed, a different order of attributes in a data table can yield different CbO and FCbO trees that may have different numbers of nodes (notice that the loop in line 5 of Algorithm 1 processes attributes from left to right). Since CbO and FCbO are not resistant, a proper ordering of attributes before computation can further reduce the number of concepts that are computed multiple times, thus improving the efficiency. In this section, we investigate particular permutations of attributes and explore the impact of inversions on the number of computed closures.

In order to describe various formal contexts with respect to the structure of the data table, we introduce a notion of an ordered formal context and inversion:

**Definition 1.** An ordered formal context is a formal context \( \langle X, Y, I \rangle \) where \( Y = \{0, \ldots, n\} \) and for all attributes

\[
|\{0\}^{|i|}| \leq |\{1\}^{|i|}| \leq \cdots \leq |\{n\}^{|i|}|.
\]
A pair of attributes \( \langle y_1, y_2 \rangle \in Y \times Y \) such that \(|\{y_1\}^\downarrow I| \not\leq |\{y_2\}^\downarrow I|\) shall be called an inversion.

Verbally, the attributes in an ordered formal context are sorted in the ascending order according to their support, i.e., the number of objects having these attributes. As a consequence of the previous definition, an ordered formal context contains no inversions.

From the point of view of formal concepts and concept lattices, the order of objects and attributes in which they appear in the data table is not essential. Therefore, one can reorder attributes in an arbitrary way. From the computational point of view, however, it may happen that certain orderings of attributes yield better results in conjunction with particular algorithms than other orderings. In case of our algorithms, the order has an important impact on the process of the execution of both ChO and FCbO since the canonicity test is driven by the order of attributes. The following assertions show that for an ordered formal context with pairwise distinct columns, the canonicity tests succeed for all attribute concepts. We first prove a technical claim:

**Lemma 2.** Let \((X,Y,I)\) be an ordered formal context with \(Y = \{0,\ldots,n\}\). Then, for each \(k, j \in Y\) such that \(k < j\), we have \(k \in \{j\}^{\downarrow\downarrow} \iff \{k\}^{\downarrow\downarrow} = \{j\}^{\downarrow\downarrow}\).

**Proof.** Note that attributes from \(Y\) are integers and “<” denotes the usual strict linear order on the set of all integers. Suppose that \(k \in \{j\}^{\downarrow\downarrow}\), i.e., \(\{k\} \subseteq \{j\}^{\downarrow\downarrow}\). By the antitony of \(\downarrow\downarrow\), we get \(\{k\}^{\downarrow\downarrow} \supseteq \{j\}^{\downarrow\downarrow}\). Thus, it remains to show the converse inclusion. Since \((X,Y,I)\) is ordered and \(k < j\), we get \(|\{k\}^{\downarrow\downarrow}| \leq |\{j\}^{\downarrow\downarrow}|\), see (5). Hence, \(|\{k\}^{\downarrow\downarrow}| \leq |\{j\}^{\downarrow\downarrow}|\) and \(\{k\}^{\downarrow\downarrow} \supseteq \{j\}^{\downarrow\downarrow}\) yield \(\{k\}^{\downarrow\downarrow} = \{j\}^{\downarrow\downarrow}\). Conversely, if \(\{k\}^{\downarrow\downarrow} = \{j\}^{\downarrow\downarrow}\) then obviously \(k \in \{j\}^{\downarrow\downarrow}\), proving the claim.

 Applying Lemma 2, we get:

**Theorem 1.** Let \((X,Y,I)\) be an ordered formal context where \(Y = \{0,\ldots,n\}\) and \(\{a\}^{\downarrow\downarrow} \not= \{b\}^{\downarrow\downarrow}\) for any \(a, b \in Y\). Then for each \(j \in Y\) such that \(j \not\in \emptyset^{\downarrow\downarrow}\),

\[
\emptyset^{\downarrow\downarrow} \cap Y_j = \{j\}^{\downarrow\downarrow} \cap Y_j,
\]

where \(Y_j = \{y \in Y \mid y < j\}\).

**Proof.** Take \(j \in Y\) such that \(j \not\in \emptyset^{\downarrow\downarrow}\). Observe that condition (6) holds true iff there is no attribute \(k \in Y\) such that \(k \not\in \emptyset^{\downarrow\downarrow}, k < j\), and \(k \in \{j\}^{\downarrow\downarrow}\). Thus, consider any \(k \in Y\) such that \(k < j\). Since \((X,Y,I)\) is ordered, our assumption \(j \not\in \emptyset^{\downarrow\downarrow}\) yields \(k \not\in \emptyset^{\downarrow\downarrow}\). By the assumption, \(\{k\}^{\downarrow\downarrow} \not= \{j\}^{\downarrow\downarrow}\), i.e., Lemma 2 yields \(k \not\in \{j\}^{\downarrow\downarrow}\), finishing the proof.

Theorem 1 shows that for an ordered formal context with pairwise distinct columns, invocations of FastGenerateFrom in the first level of recursion always succeeds and generates concepts. Moreover, from the proof of Theorem 1 it follows that in any ordered formal context, the first derivation [10] does not exists for attribute \(j\) if there is an attribute \(k\) such that \(k < j\) and \(\{k\}^{\downarrow\downarrow} = \{j\}^{\downarrow\downarrow}\).
This has a practical consequence for the parallel variants of CbO and FCbO in case of ordered contexts, because it allows us to determine the number of concepts generated during the first stages of the algorithms. If the number of attributes is significantly larger than the number of processors, and this condition is usually fulfilled, it is sufficient to compute only the first derivations and then distribute the workload among all processors.

Furthermore, our empirical experiments have shown an interesting tendency that while processing ordered formal contexts, canonicity tests fail less frequently than in case of contexts containing inversions. In addition, the experiments have shown that with the increasing number of inversions in a data table, the average number of computed closures grows. For instance, Fig. 2 shows how the number of inversions in the *mushroom* data set affects the total number of computed closures. The first graph (at the top) depicts this dependency for CbO and FCbO. The second graph (at the bottom) provides a more detailed view for FCbO. Similar tendency can be observed for other benchmark data sets.

**Remark 1.** Let us note that the ordering of attributes introduced by (5) has already been used in [4] but the purpose of the ordering in [4] is different. In [4], the authors use this particular ordering of attributes in a parallel version of Ganter’s NextClosure algorithm to achieve soundness of the algorithm (each
Fig. 3. Impact of inversions in two artificial data sets

Table 4. Numbers of computed closures in case of (un)ordered attributes.

<table>
<thead>
<tr>
<th>concept</th>
<th>concepts (unordered)</th>
<th>closures (unordered)</th>
<th>closures (ordered)</th>
<th>ratio (unordered)</th>
<th>ratio (ordered)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mushroom</td>
<td>238,710</td>
<td>426,563</td>
<td>299,201</td>
<td>55.9 %</td>
<td>79.7 %</td>
</tr>
<tr>
<td>anon. web</td>
<td>129,009</td>
<td>1,475,341</td>
<td>398,147</td>
<td>8.7 %</td>
<td>32.4 %</td>
</tr>
<tr>
<td>debian tags</td>
<td>38,977</td>
<td>679,911</td>
<td>298,641</td>
<td>5.7 %</td>
<td>13.0 %</td>
</tr>
<tr>
<td>til-tac-toe</td>
<td>59,505</td>
<td>128,434</td>
<td>89,930</td>
<td>46.3 %</td>
<td>66.1 %</td>
</tr>
</tbody>
</table>

Remark 2. We have observed a general tendency that certain data sets are more affected by the above-discussed phenomenon than others. For instance, if 1’s in a data table are approximately uniformly spread among attributes (i.e., each attribute has approximately the same support), the ordering of attributes (usually) does not have a considerable effect on decreasing the number of closures. Fig. 3 depicts how the increasing number of inversions affects the number of computed closures in two artificial data sets where 1’s are distributed (i) approximately uniformly among the attributes and (ii) approximately normally among the attributes. Both data sets have the same parameters in that they consist of 1000 objects, 100 attributes, and contain 15% of 1’s, however, the distributions of 1’s among the attributes are quite different. As one can see from Fig. 3, the impact of the number of inversions on the number of computed closures is more significant in case of normally distributed 1’s among the attributes.

Experimental Evaluation From our observations it follows that it is desirable to incorporate a preprocessing step which transforms a formal context into a corresponding ordered formal context. In order to evaluate the benefits of this preprocessing step, we have used similar approach as in case of evaluation of
the new canonicity test. We have focused on the total numbers of closures and concepts computed by FCbO while processing various ordered and unordered data sets. The results are presented in Table 4 which also includes corresponding ratios.

Apparently, reordering of attributes reduces the number of computed closures, and thus, can reduce time of computation. Note that the Ganter’s algorithm [5, 6] is in principle equivalent to CbO. As such, it is also not permutation resistant. Thus, the preprocessing step which reorders attributes can also increase its performance.

5 Overall Evaluation

So far, we have proposed and evaluated several improvements and refinements of the original CbO and PCbO algorithms, namely, new canonicity test, workload distribution schemes, and reordering attributes. However, we have evaluated the impact of each improvement separately. Therefore, we conclude this paper with the evaluation of PFCbO which includes all these improvements.

Table 5 table shows the total time (in seconds) needed to compute all formal concepts in the benchmark data sets using PCbO and PFCbO run on the Apple MacPro computer, equipped with eight processor cores. The parameter $P$ indicates the number of used processors for particular experiment.

Fig. 4 demonstrates the scalability of PFCbO, i.e., the ability to decrease the time of computation by using more processors. In the depicted two experiments, we have used computer equipped with Sun UltraSPARC T1 processor having eight cores (each capable to process up to 4 threads simultaneously) and 8 GB of RAM. Fig. 4 (at the top) shows relative speed up for data sets having 10000 objects, 10% density of 1’s in the data table and various counts of attributes. Fig. 4 (at the bottom) shows relative speed up for data sets having 1000 objects, 100 attributes, and various densities of 1’s in the data tables. The 1’s in both data sets spread approximately normally among the attributes. Note that each graph contains a certain point from which the increasing number of processors does not allow to take advantage of more processors and performance of the
algorithm may even decline due to the overhead related to the management of multiple threads of execution. However, this is a quite common behavior of parallel algorithms.

Fig. 4. Scalability of PFCbO
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1. Introduction and Preliminaries

This paper describes a new algorithm for computing fixpoints of Galois connections. In particular, we focus on Galois connections [5,12,26,33] that appear in formal concept analysis (FCA) – a method of qualitative analysis of object-attribute relational data [10,33]. In a broader sense, the algorithm belongs to an important family of algorithms for listing combinatorial structures [11] and algorithms for biclustering [3,29]. The algorithm we propose is a refinement of Kuznetsov’s [19,21] Close-by-One algorithm (CbO) in which we improve the canonicity test. The improvement significantly reduces the number of fixpoints which are computed multiple times, resulting in an algorithm that is considerably faster than the original CbO.

Recall that an antitone Galois connection between nonempty sets $X$ and $Y$ is a pair $(f,g)$ of maps $f : 2^X \to 2^Y$ and $g : 2^Y \to 2^X$ satisfying, for any $A, A_1, A_2 \subseteq X$ and $B, B_1, B_2 \subseteq Y$.

\begin{align*}
A &\subseteq g(f(A)), \\
B &\subseteq f(g(B)), \\
\text{if } A_1 \subseteq A_2 \text{ then } f(A_2) &\subseteq f(A_1), \\
\text{if } B_1 \subseteq B_2 \text{ then } g(B_2) &\subseteq g(B_1).
\end{align*}

(1) \hspace{1cm} (2) \hspace{1cm} (3) \hspace{1cm} (4)

The composed maps $f \circ g : 2^X \to 2^X$ and $g \circ f : 2^Y \to 2^Y$ are closure operators in $2^X$ and $2^Y$, respectively [10,12]. A pair $(A,B) \in 2^X \times 2^Y$ is called a fixpoint of $(f,g)$ if $f(A) = B$ and $g(B) = A$. Since we are interested in listing all fixed points of $(f,g)$, we restrict ourselves to finite $X$ and $Y$.

Galois connections appear as induced structures in data analysis. Namely, suppose that $X$ and $Y$ are sets of objects and attributes/features, respectively, and let $I \subseteq X \times Y$ be an incidence relation, $(x,y) \in I$ saying that object $x \in X$ has attribute
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In FCA, the triplet \((X, Y, I)\) is called a formal context and represents the input object-attribute data. Given \(I \subseteq X \times Y\), we introduce two concept-forming operators \([10]\) \(\cap : 2^X \rightarrow 2^Y\) and \(\cup : 2^Y \rightarrow 2^X\) defined, for each \(A \subseteq X\) and \(B \subseteq Y\), by

\[
A^\cap = \{ y \in Y \mid \text{for each } x \in A : \langle x, y \rangle \in I \},
\]

(5)

\[
B^\cup = \{ x \in X \mid \text{for each } y \in B : \langle x, y \rangle \in I \}.
\]

(6)

By definition (5), \(A^\cap\) is the set of all attributes shared by all objects from \(A\) and, by (6), \(B^\cup\) is the set of all objects sharing all attributes from \(B\). It is easily seen that \((\cap, \cup)\) is a Galois connection between \(X\) and \(Y\) and it shall be called a Galois connection induced by \(I\). The fixpoints of \((\cap, \cup)\) are called formal concepts in \(I\)[10,12]. Formal concepts represent basic patterns that can be found in \(I\) and that have two common interpretations: (i) a geometric one: formal concepts are maximal rectangular subsets of \(I\); (ii) a conceptual one: each formal concept \((A, B)\) represents a concept in data with an extent \(A\) (objects that fall under the concept) and an intent \(B\) (attributes covered by the concept) such that \(A\) is a set of objects sharing all attributes from \(B\) and \(B\) is the set of all attributes shared by all objects from \(A\). The latter interpretation of concepts is inspired by a traditional understanding of concepts as notions having their extent and intent which goes back to traditional Port-Royal logic [8,23].

In this paper, we propose an algorithm that lists all formal concepts in \(I\), each of them exactly once. In the past, there have been proposed various algorithms for solving this task, see [22] for a survey and comparison. One of the main issues solved by all the algorithms is how to prevent listing the same formal concept multiple times. There are several approaches to cope with the problem. For instance, Lindig’s algorithm [24] stores found concepts in a data structure (a particular search tree) and uses the data structure to check whether a formal concept has already been found. On the other hand, Ganter’s NextClosure [9], CbO [19,21], and the algorithm proposed by Norris [30] use canonicity tests: formal concepts are supposed to be listed in certain order. The fact whether two consecutive concepts are listed in the order is ensured by a canonicity test. If a newly computed formal concept does not pass the canonicity test, it is not further considered. Hence, the canonicity test ensures that even if a formal concept is computed several times, it is listed exactly once. Conceptually, our algorithm can be seen as an improved version of CbO [19,21] in which we modify the canonicity test. The improvement significantly reduces the number of formal concepts which are computed multiple times. The reduction has a great impact on the performance of the algorithm because computing formal concepts using the closures \(A^{\cap \cup}\) or \(B^{\cup \cap}\) of a set of objects \(A\) or a set of attributes \(B\), respectively, is the most critical operation. Note that other promising approaches related to CbO have been introduced in [27] and recently in [2].

Let us stress the importance of listing formal concepts. First, formal concepts are the basic output of formal concept analysis. If we denote by \(B(X, Y, I)\) the set of all formal concepts in \(I \subseteq X \times Y\), we can define a partial order \(\leq\) on \(B(X, Y, I)\) as follows:

\[
(A_1, B_1) \leq (A_2, B_2) \text{ iff } A_1 \subseteq A_2 \text{ (or, equivalently, iff } B_2 \subseteq B_1).
\]

(7)

If \((A_1, B_1) \leq (A_2, B_2)\) then \((A_1, B_1)\) is called a subconcept of \((A_2, B_2)\). The set \(B(X, Y, I)\) together with \(\leq\) is called a concept lattice [33]. A concept lattice is a complete lattice whose structure is described by the Basic Theorem of Concept Lattices [10]. The concept lattice is a formalization of a hierarchy of concepts that are found in the input data represented by \(I\). FCA has been applied in many disciplines to analyze object-attribute data including program analysis and software engineering [31,32] and evaluation of questionnaires [6]. Another source of applications of formal concepts comes from data mining. The task of listing all formal concepts is closely related to mining of association rules [1]. Namely, the frequent closed itemsets which appear in mining nonredundant association rules [1,25,34] can be identified with intents of formal concepts whose extents are sufficiently large. Recently, it has been shown in [7] that formal concepts can be used to find optimal factorization of Boolean matrices. In fact, formal concepts correspond with optimal solutions to the discrete basis problem discussed by Miettinen et al. [28]. Finding formal concepts is therefore an important task. The algorithm we propose in this paper behaves well on both sparse and dense incidence data (of reasonable size).

This paper is organized as follows. In Section 2 we recall CbO and introduce the canonicity test. Section 3 describes the new algorithm, shows its correctness, and comments on the relationship to other algorithms. In Section 4 we discuss complexity and efficiency issues, and present an experimental evaluation of the performance of the algorithm.

2. Canonicity test and CbO

In this section we recall CbO [19,21] and the canonicity test. The next section will describe the new algorithm. In the sequel, we assume that \(X = \{0, 1, \ldots, n\}\) and \(Y = \{0, 1, \ldots, n\}\) are finite nonempty sets of objects and attributes, respectively, and \(I \subseteq X \times Y\). Since \(I\) is fixed, the concept-forming operators \(\cap\) and \(\cup\) defined by (5) and (6) will be denoted just by \(\cap\) and \(\cup\), respectively. The set of all formal concept in \(I\) will be denoted by \(B(X, Y, I)\).

CbO has been introduced in [19] (a paper in Russian) and later used and described in [21]. The algorithm is also related to the algorithm proposed by Norris [30] which can be seen as an incremental variant of CbO. CbO lists all formal concepts by a systematic search in the space of all formal concepts, avoiding to list the same concept multiple times by performing a canonicity test. Conceptually, CbO is similar to NextClosure [9] because it uses the same canonicity test but NextClosure lists concepts in a different order. In [21], CbO is described in terms of backtracking. In this section we are going to use a simplified version of CbO introduced in [15] which is formalized by a recursive procedure performing a depth-first search in the space of all formal concepts. This type of description will shed more light on the new algorithm.
The core of CbO is a recursive procedure \textsc{generatefrom}, see Algorithm 1. The procedure accepts a formal concept \((A, B)\) (an initial formal concept) and an attribute \(y \in Y\) (first attribute to be processed) as its arguments. The procedure recursively descends through the space of formal concepts, beginning with \((A, B)\).

\begin{algorithm}
\caption{Procedure \textsc{generatefrom}(\(A, B, y\))}
\begin{algorithmic}[1]
\State list \((A, B)\) (e.g., print \((A, B)\) on the screen);
\If {\(B = Y\) or \(y > n\)}
\State return
\EndIf
\For {\(j\) from \(y\) upto \(n\)}
\If {\(j \notin B\)}
\State set \(C\) to \(A \cup \{j\}\);
\State set \(D\) to \(C\);
\If {\(B \cap Y_j = D \cap Y_j\)}
\State \textsc{generatefrom}((\(C, D\), \(j + 1\));
\EndIf
\EndIf
\EndFor
\State return
\end{algorithmic}
\end{algorithm}

When invoked with \((A, B)\) and \(y \in Y\), \textsc{generatefrom} first lists \((A, B)\) (line 1) and then it checks its halting condition (lines 2–4). The computation stops either when \((A, B)\) equals \((Y^1, Y)\) (the least formal concept has been reached) or \(y > n\) (there are no more remaining attributes to be processed). Otherwise, the procedure goes through all attributes \(j \in Y\) such that \(j \geq y\) which are not present in the intent \(B\) (lines 5 and 6). For each such \(j \in Y\), a new formal concept \((C, D) = (A \cup \{j\}, (A \cap \{j\})^1)\) is computed (lines 7 and 8). After obtaining \((C, D)\), the algorithm uses the canonicity test to check whether it should continue with \((C, D)\) by recursively calling \textsc{generatefrom} or whether \((C, D)\) should be “skipped”. The canonicity test (line 9) is based on comparing \(B \cap Y_j = D \cap Y_j\) where \(Y_j \subseteq Y\) is defined by

\[ Y_j = \{y \in Y \mid y < j\}. \]  

If the test passes, \textsc{generatefrom} is called with \((C, D)\) and \(j + 1\), otherwise, the loop between lines 5–13 continues with the next value of \(j\). The algorithm is correct: if \textsc{generatefrom} is invoked with \((\emptyset^1, \emptyset^1)\) and 0, it lists each formal concept exactly once, i.e., the canonicity test prevents a concept from being listed multiple times. The proof for the original CbO is elaborated in [18].

Since we have formulated the algorithm as a recursive procedure rather than using backtracking, we provided an independent proof of its correctness using so-called derivations which we introduced in [15] for the purpose of analysis of parallel implementations of CbO. Recall from [15] that derivations correspond to recursive invocations of \textsc{generatefrom}. In a more detail, for \(\langle A_1, B_1 \rangle, \langle A_2, B_2 \rangle \in B(X, Y, I)\) and integers \(y_1, y_2 \in Y \cup \{n + 1\}\) let \(\langle A_1, B_1, y_1 \rangle \vdash \langle A_2, B_2, y_2 \rangle\) denote that for \(m = y_2 - 1\) the following conditions

\begin{itemize}
\item[(i)] \(m \notin B_1\),
\item[(ii)] \(y_1 < y_2\),
\item[(iii)] \(B_2 = (B_1 \cup \{m\})^1\), and
\item[(iv)] \(B_1 \cap Y_m = B_2 \cap Y_m\) where \(Y_m\) is defined by (8)
\end{itemize}

are all satisfied. A derivation of \(\langle A, B \rangle \in B(X, Y, I)\) of length \(k + 1\) is any sequence

\[ \langle \emptyset^1, \emptyset^1 \rangle, 0 \rangle = \langle \langle A_0, B_0, y_0 \rangle, \langle A_1, B_1, y_1 \rangle, \ldots, \langle A_k, B_k, y_k \rangle \rangle = \langle \langle A, B, y_k \rangle \rangle \]  

such that \(\langle A_i, B_i, y_i \rangle \vdash \langle A_{i+1}, B_{i+1}, y_{i+1} \rangle\) for each \(i = 0, \ldots, k - 1\). If \(\langle A, B \rangle\) has a derivation of length \(k\) we say that \(\langle A, B \rangle\) is derivable in \(k\) steps.

We can prove the following

**Theorem 1** (Existence and Uniqueness of Derivations [15]). Each \(\langle A, B \rangle \in B(X, Y, I)\) has exactly one derivation. Namely, the derivation of the form (9) in which \(y_i = m_i + 1\) and \(m_i = \min\{y \in B \mid y \notin B_i\}\) hold for all \(0 < i < k\).

There is a correspondence between derivations of the procedure \textsc{generatefrom}. Namely, \(\langle A, B, y \rangle \vdash \langle (C, D), k \rangle\) iff the invocation of \textsc{generatefrom}((\(A, B, y\)) to be called in line 10 of Algorithm 1. Indeed, (i) ensures that the condition in line 6 of Algorithm 1 is satisfied, (ii) corresponds to the fact that the loop between lines 5–13 goes from \(y\) upwards, (iii) says that \(D\) is the intent computed in line 8 because

\[ D = (B \cup \{m\})^1 = (B \cup (k - 1))^1 = (A \cap (k - 1))^1 = C^1 \]

and (iv) is true iff the condition in line 9 is true.
The computation of Algorithm 1 and the corresponding derivations can be depicted by a tree as in Fig. 1. The tree contains two types of nodes: (i) nodes represented by couples \((C_i, y_i)\) corresponding to invocations of GENERATEFROM with the arguments \(C_i\) (a formal concept) and \(y_i\) (an attribute), and (ii) leaf nodes denoted by black squares representing computed concepts for which the canonicity test fails. Edges in the tree are labeled by the values of \(j\) which are used to compute (new) formal concepts, see lines 7 and 8 of Algorithm 1. That is, nodes \((C_i, y_i)\) and \((C_j, y_j)\) are connected by an edge with label \(k\) iff \((C_i, y_i) \land (C_j, y_j)\) and \(y_j = k + 1\). We call such a tree a call tree of GENERATEFROM for a given \(I \subseteq X \times Y\). It is easily seen that each path from the root of the tree to any node labeled by \((C_i, y_i)\) corresponds to a derivation of \((C_i, y_i)\). Due to Theorem 1, the nodes labeled by \((C_i, y_i)\) are always in a one-to-one correspondence with formal concepts in \(B(X, Y, I)\), showing that the Algorithm 1 is correct. Let us note that there is a correspondence between a call tree like that in Fig. 1 and a CbO-tree described in [21]: our derivations correspond to canonical paths in the CbO-tree. Moreover, paths which are not canonical according to [21] can be seen as paths from the root node of the call tree of GENERATEFROM to nodes labeled by black squares.

**Example 1.** Algorithm 1 and derivations are further demonstrated by the following example. Consider a set \(X = \{0, \ldots, 3\}\) of objects and a set \(Y = \{0, \ldots, 5\}\) of attributes. An incidence relation \(I \subseteq X \times Y\) is given by the following table:

<table>
<thead>
<tr>
<th>(I)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

where rows correspond to objects from \(X\), columns correspond to attributes from \(Y\), and table entries “✓” or “blank” indicate whether for an object \(x\) and an attribute \(y\) we have \((x, y) \in I\) or \((x, y) \notin I\), respectively. The concept-forming operators \(\uparrow: 2^X \to 2^Y\) and \(\downarrow: 2^Y \to 2^X\) induced by such \(I\) have 12 fixpoints:

- \(C_1 = \{(0, 1, 2, 3), \emptyset\}\), \(C_5 = \{(0, 1, 2, 3, 4, 5)\}\), \(C_9 = \{(1, 2), \{0, 4\}\}\),
- \(C_2 = \{(0, 1, 2), \emptyset\}\), \(C_6 = \{(2), \{0, 1, 4\}\}\), \(C_{10} = \{(0, 2, 3), \{1\}\}\),
- \(C_3 = \{(0, 2), \{0, 1\}\}\), \(C_7 = \{(0, 1), \{0, 2\}\}\), \(C_{11} = \{(0, 3), \{1, 2\}\}\),
- \(C_4 = \{(0), \{0, 1, 2\}\}\), \(C_8 = \{(1), \{0, 2, 3, 4, 5\}\}\), \(C_{12} = \{(0, 1, 3), \{2\}\}\).

The concepts are numbered as they are listed by procedure GENERATEFROM. Notice that \(C_1 = (\emptyset, \emptyset^{\uparrow})\) represents the initial formal concept which is processed by GENERATEFROM. The corresponding call tree can be found in Fig. 1. One can read from the tree that, for example, \(C_1, 0 \vdash C_2, 1\), \(C_2, 1 \vdash C_3, 2\), and \(C_3, 2 \vdash C_6, 5\). Therefore, \(C_1, 0, C_2, 1, C_3, 2, C_6, 5\) is a derivation and \(C_6\) is derivable in 4 steps. The dataset used in this example will be used to illustrate our improvement of the canonicity test.

3. Improved canonicity test and FCbO

In this section, we propose an improvement of the canonicity test used by CbO that reduces the number of formal concepts computed multiple times. In a call tree like that in Fig. 1, such formal concepts are depicted by the black-square nodes.
Our new test and the improved algorithm will reduce the number of such nodes in the call tree without altering the rest of the tree. The major problem with the original canonicity test used by CbO is that it is always used after a new formal concept is computed, i.e., after performing the operation of computing a new fixpoint of \( \mathit{f} \). We propose to employ an additional test that can be performed before a new formal concept is computed, eliminating thus the expensive computation of fixpoints.

### 3.1. Fast canonicity test

Let us first inspect the canonicity test

\[ B \cap Y_j = D \cap Y_j \] (10)

that appears in line 9 of Algorithm 1. Since \( \mathit{f} \) is a closure operator and \( D = (B \cup \{j\})^\mathit{f} \), the monotony of \( \mathit{f} \) yields \( B \subseteq D \). Thus, it is sufficient to check just the inclusion \( B \cap Y_j \supseteq D \cap Y_j \) of (10). In other words, the test succeeds if \( D \) and \( B \) agree on all attributes which are smaller than \( j \). Hence, the test (10) fails (i.e., the equality is not true) iff the fixpoint \( D = (B \cup \{j\})^\mathit{f} \) contains an attribute which is “before \( j \)” and the attribute is not present in \( B \). Let us denote all such attributes by \( B \circ j \), i.e.

\[ B \circ j = (D \setminus B) \cap Y_j = \left( (B \cup \{j\})^\mathit{f} \setminus B \right) \cap Y_j. \] (11)

The following lemma shows that knowing that (10) fails for given \( B \) and \( j \neq B \), we can conclude that the test will also fail for each \( B' \supseteq B \) with \( j \neq B' \) as long as \( B \circ j \) contains an attribute which is not in \( B' \):

**Lemma 2 (On Test Failure Propagation).** Let \( B \subseteq Y \), \( j \neq B \), and \( B \circ j \neq \emptyset \). Then, for each \( B' \supseteq B \) such that \( j \neq B' \) and \( B \circ j \subseteq B' \), we have \( B' \circ j \neq \emptyset \).

**Proof.** Notice that \( B \circ j = (D \circ j) \cap Y_j \neq \emptyset \) for \( D = (B \cup \{j\})^\mathit{f} \) means that (10) fails for such \( B \), \( D \) and \( j \neq B \). Take any \( B' \supseteq B \) such that \( j \neq B' \) and \( B \circ j \subseteq B' \). Let \( D' = (B' \cup \{j\})^\mathit{f} \). Since \( j \neq B' \), we get \( B' \subseteq D' \). In order to show that \( B' \circ j \neq \emptyset \), we prove that \( B \cap Y_j \subseteq D \cap Y_j \). Since \( B \circ j \subseteq B' \), there is an attribute \( y \in B \circ j \) such that \( y \notin B' \). Thus, it suffices to prove that \( y \in D \cap Y_j \). The fact that \( y \in Y_j \) follows directly from \( y \in B \circ j = (D \circ j) \cap Y_j \). Moreover, \( y \in B \circ j \) yields \( y \in D \). Using monotony of the closure operator \( \mathit{f} \), we get \( y \in D = (B \cup \{j\})^\mathit{f} \subseteq (B' \cup \{j\})^\mathit{f} = D' \), proving the claim. Altogether, \( B \cap Y_j \subseteq D \cap Y_j \), i.e. \( B' \circ j \neq \emptyset \). □

Based on Lemma 2, we get the following characterization of derivations:

**Theorem 3 (On Nonexistence of Derivations).** Let \( \langle \langle \emptyset^1, \emptyset^1 \rangle, 0 \rangle, \ldots, \langle \langle A, B \rangle, y \rangle \) be a derivation and let \( j \geq y \) be such that \( j \neq B \) and \( B \circ j \neq \emptyset \). Then there is no derivation

\[ \langle \langle \emptyset^1, \emptyset^1 \rangle, 0 \rangle, \ldots, \langle \langle A, B \rangle, y \rangle, \ldots, \langle \langle A', B' \rangle, y' \rangle, \langle \langle C', D' \rangle, j + 1 \rangle, \]

where \( B \circ j \subseteq B' \).

**Proof.** The claim is a consequence of Lemma 2. Indeed, take arbitrary \( B' \supseteq B \) such that \( B \circ j \subseteq B' \). Assume there is a sequence

\[ \langle \langle \emptyset^1, \emptyset^1 \rangle, 0 \rangle, \ldots, \langle \langle A, B \rangle, y \rangle, \ldots, \langle \langle A', B' \rangle, y' \rangle \]

which is a derivation of \( \langle A', B' \rangle \). We can prove that the derivation cannot be extended by \( \langle \langle C', D' \rangle, j + 1 \rangle \). By contradiction, assume that \( \langle A', B' \rangle, y' \rangle \vdash \langle \langle C', D' \rangle, j + 1 \rangle \). By definition of “\( \vdash \)”, we get \( D' = (B \cup \{j\})^\mathit{f} \) and \( B' \cap Y_j = D' \cap Y_j \), i.e., \( B' \circ j = (D' \circ j) \cap Y_j = \emptyset \). On the other hand, we have assumed \( B \circ j \neq \emptyset \), i.e. Lemma 2 yields \( B' \circ j \neq \emptyset \), a contradiction to \( B' \circ j = \emptyset \). □

The result shown in Theorem 3 allows us to split the canonicity test into two parts: First part which is quick and does not require computing closures and a second part which is basically the original canonicity test. Indeed, according to Theorem 3, if we know that \( B \circ j \neq \emptyset \) for some \( j \neq B \) then having a derivation

\[ \langle \langle \emptyset^1, \emptyset^1 \rangle, 0 \rangle, \ldots, \langle \langle A, B \rangle, y \rangle, \ldots, \langle \langle A', B' \rangle, y' \rangle \]

with \( B \circ j \subseteq B' \), we automatically know (without computing any closures) that it cannot be further extended by \( \langle \langle C', D' \rangle, j + 1 \rangle \). In other words, \( D' = (B \cup \{j\})^\mathit{f} \) is not computed at all. Therefore, the first part of the new test uses the observation of Theorem 3. If the first part of the test cannot be applied because \( B \circ j = \emptyset \), we still have to perform the second part of the test, i.e., the original canonicity test which involves computing the closure \( (B' \cup \{j\})^\mathit{f} \). Nevertheless, we will see in Section 4 that the number of cases in which we actually perform the original canonicity test is surprisingly low compared to the number of quick tests based on Theorem 3. The idea of the new combined canonicity test is further illustrated by the following example.

**Example 2.** Consider the input data from Example 1 and the corresponding call tree in Fig. 1. If we apply the new canonicity test based on Theorem 3, we in fact perform a particular tree pruning in which we omit some of the black-square leaf nodes of the tree. The result is shown in Fig. 2. The bold edges are those which remain in the call tree. The leaf nodes that are omitted are denoted in gray and the corresponding edges are dotted. Notice that not all black-square leaf nodes are omitted.
C₈ appears three times as a leaf node, C₉ and C₅ appear once, meaning that the formal concept C₈ is computed four times during the computation and both C₉ and C₅ are computed twice. The total number of closures computed during the computation is 17 which is a significant reduction compared to the 34 nodes of the original call tree in Fig. 1.

Let us outline how the new test is used to prune the tree. Consider the first formal concept C₁ = (A₁, B₁) = (0, {1, 2, 3}, ∅), see Example 1 for the list of all concepts. At this point, we perform the usual canonicity test because we have no information from previous levels of the tree (we are on the top of the tree). For j ∈ {0, 1, 2}, the test succeeds. For instance, in case of j = 2, we get C₁₂ = (A₁₂, B₁₂) = (0, {1, 2, 3}, ∅). On the other hand, the test fails for j ∈ {3, 4, 5}. For instance, in case of j = 3, we get C₈ = (A₈, B₈) = (1, {2, 3, 4, 5}) and hence B₁ ∩ Y₂ = ∅ = B₈ ∩ Y₂. Therefore, B₁ ⊗ 3 = ∅, 0. Analogously, we get B₁ ⊗ 4 = {0} and B₁ ⊗ 5 = {0, 2, 3, 4}. The sets B₁ ⊗ 3, B₁ ⊗ 4 = ∅, and B₁ ⊗ 5 can be further used to prune the tree according to Theorem 3. Indeed, consider the tree node (C₁₂, 2). Since C₁₀ = (A₁₀, B₁₀) = (0, {2, 3}, ∅), we get B₁ ⊗ 3 ⊆ B₁₀, B₁ ⊗ 4 ⊆ B₁₀, and B₁ ⊗ 5 ⊆ B₁₀, i.e. neither j ∈ {3, 4, 5} can be used to extend the derivation. In case of j = 2, we perform the usual canonicity test which is successful. In a similar way, the tree can be pruned beginning with the other nodes (C₆, 4).

The fast test based on Theorem 3 is not always applicable. It is evident that we cannot apply the test on the top-most level of the call tree. There are, however, situations where it cannot be applied on deeper levels as well. Consider, e.g., the tree node (C₇, 3) where C₇ = (A₇, B₇) = (0, {1, 2}, ∅). Since B₁ ⊗ 4 = {0} ⊆ B₇, Theorem 3 cannot be applied. On the other hand, if we perform the original canonicity test with B₇ and (B₇ ∪ {4}) = 0, 2, 3, 4, 5, we get B₇ ∩ Y₄ = 0, 2, 3, 4, 5, i.e., the derivation cannot be extended by (C₆, 5) but in order to see this we had to compute the closure (B₇ ∪ {4}) = B₇ which should be considered an expensive operation (especially in case of large data sets). A similar situation appears in case of the node (C₉, 3) and j = 4, cf. Fig. 2. ■

3.2. Modified algorithm

In this section, we describe how the new canonicity test based on Theorem 3 can be implemented in an extended version of CbO. As Example 2 shows, during the computation we have to propagate the information about sets Bᵢ ∩ Yᵢ which take part in the new test. In particular, the information must be propagated in the top-down direction, from the root node of the call tree to the leaves. As a consequence, we have to change the search strategy of the algorithm (the depth-first search in the space of concepts as it is used in CbO is no longer useful), resulting in a new algorithm called F_cbO (“F” stands for “Fast”).

Remark 1. A call tree is a diagram depicting recursive calls of GENERATEFROM. Consecutive invocations of GENERATEFROM correspond to the depth-first search in the call tree. For instance, in case of node (C₁, 0) in Fig. 1, GENERATEFROM continues with the subtree with root node (C₅, 1). After the whole subtree is processed, it continues with the subtree with root node (C₁₀, 2), etc. The problem with this behavior is that in order to apply the new canonicity test in the subtree with root (C₂, 1), we shall already have the information about B₁ ⊗ 3 = {0, 2}. Analogously, we get B₁ ⊗ 4 = {0} and B₁ ⊗ 5 = {0, 2, 3, 4}, see Example 2, which is available only after we process all attributes in the invocation of (C₁, 0). Therefore, we are going to modify GENERATEFROM so that instead of the recursive calls, it stores information about computed concepts in a queue. Then, after all attributes are processed, it performs a recursive invocation for each concept in the queue. This effectively changes the order in which we compute new concepts because we use a combined depth-first and breadth-first search in the call tree but it does not change the order of listing of formal concepts because the listing appears after each recursive call, as in CbO. ■
We are going to represent FCbO by a recursive procedure FASTGENERATEFROM, see Algorithm 2. The procedure accepts three arguments: a formal concept \((A,B)\) (an initial formal concept), an attribute \(y \in Y\) (first attribute to be processed), and a set \(\{N_y \subseteq Y | y \in Y\}\) of subsets of attributes \(Y\). The intended meaning of the first two arguments is the same as in case of GENERATEFROM, see Algorithm 1. The purpose of the third argument is to carry information about attributes in sets \(B_i \subseteq Y_i\). The precise meaning of \(N_y\) will be specified later. Each invocation of FASTGENERATEFROM uses the following local variables: a queue as a temporary storage for computed concepts and sets of attributes \(M_j\) \((y \in Y)\) which are used in place of the third argument for further invocations of FASTGENERATEFROM.

When invoked with \((A,B), y \in Y, \{N_y | y \in Y\}\), FASTGENERATEFROM first processes \((A,B)\) and then it checks the same halting condition as GENERATEFROM, see lines 1–4. If the computation does not halt, the procedure goes through all attributes \(\forall j \in Y\) such that \(j \geq y\), see lines 5–16. For each such \(j\), the procedure creates a local copy \(M_j\) of the set \(N_y\) (line 6). If \(j \notin B\), a test based on Theorem 3 is performed by checking \(N_j \cap Y_j \subseteq B \cap Y_j\). If the test succeeds, the procedure goes on with computing a new formal concept \((C,D)\), see lines 8 and 9. Then it performs the original canonicity test (line 10). If the test is positive, the formal concept \((C,D)\) together with the attribute \(j+1\) are stored in a queue (line 11). Otherwise, \(M_j\) is set to \(D\) (line 13). Notice that the loop between lines 5–15 does not perform any recursive calls of FASTGENERATEFROM. Instead, the information about computed concepts and attributes used to generate the concepts is stored in the queue. The recursive invocations of FASTGENERATEFROM are performed after all the attributes are processed. Indeed, the loop between lines 17–19 goes over all records in the queue and recursively calls FASTGENERATEFROM with arguments being the new concept, new starting attribute, and new set of subsets \(\{M_j | y \in Y\}\) of attributes.

In order to list all formal concepts, we invoke Algorithm 2 with \((\emptyset,\emptyset,1)\), \(y = 0\) and \(\{N_y = \emptyset | y \in Y\}\) as its initial arguments. The following assertion says that the algorithm is correct:

**Theorem 4** (Correctness of FCbO). When invoked with \((\emptyset,\emptyset,1)\), \(y = 0\) and \(\{N_y = \emptyset | y \in Y\}\), Algorithm 2 lists all formal concepts in \(\langle X,Y,I\rangle\), each of them exactly once.

**Proof.** Since Algorithm 1 (CbO) is correct, it is sufficient to show that Algorithm 2 (FCbO) does not omit any formal concept during the computation. Thus, we have to check that the new canonicity test is applied correctly. The rest follows from the correctness of Algorithm 1, in particular the existence and uniqueness of derivations, see Theorem 1. Let us inspect the values of \(N_j/\)'s and \(M_j/\)'s during each invocation of FASTGENERATEFROM. During the first invocation, \(\{N_y = \emptyset | y \in Y\}\), i.e. \(N_j \cap Y_j = \emptyset \subseteq B \cap Y_j\) is trivially true, i.e. each attribute \(j \notin B\) is processed between lines 8–14. As one can see, during each invocation of FASTGENERATEFROM, the value of \(M_j\) is either equal to \(N_j\) (we say that the value of \(M_j\) is inherited from previous invocation) or \(M_j\) equals \(D = (B \cup \{j\})^{+}\) (we say that the value of \(M_j\) is updated in the current invocation). If \(M_j\) is updated then \(M_j\) is the intent of a formal concept \((C,D)\) which fails the canonicity test in line 10. Therefore, it is easy to see that during an invocation of FASTGENERATEFROM \((A,B), y \in Y\) (for each \(j \geq y\), either \(N_j = \emptyset\) or there is a formal concept \(\langle A',B'\rangle\) such that the following hold

(i) \(B' \subseteq B\),
(ii) \(B' \cup \{j\} \neq \emptyset\), and
(iii) \(N_j = (B' \cup \{j\})^+\).
Notice that from (iii) it follows that \( B^* \cap j = ((B^* \cup \{j\}) \setminus B^*) \cap Y_j = (N_j \setminus B^*) \cap Y_j \). Hence, in order to prove correctness, it suffices to show that the condition \( N_j \cap Y_j \subseteq B \cap Y_j \) present in line 7 of Algorithm 2 fails iff \( B^* \cap j \not\subseteq B \) which appears in Theorem 3 as a necessary condition for pruning. Therefore, we prove the following

**Claim 1.**

\( B^* \cap j \subseteq B \) iff \( N_j \cap Y_j \subseteq B \cap Y_j \):

"\( \Rightarrow \): Let \( B^* \cap j \subseteq B \). Using (iii), we get \( (N_j \setminus B^*) \cap Y_j \subseteq B \). Furthermore, (i) yields \( N_j \setminus B \subseteq N_j \setminus B^* \); i.e., we obtain \( (N_j \setminus B) \cap Y_j \subseteq B \). The last inclusion implies that \( N_j \cap Y_j \subseteq B \cap Y_j \). Indeed, by contradiction, from \( y \in N_j \cap Y_j \) and \( y \not\in B \) it follows that \( y \in N_j \) i.e., \( y \in N_i \setminus B \) and thus \( y \in (N_i \setminus B) \cap Y_j \) because \( y \in Y_j \), contradicting the fact that \( y \not\in B \). Therefore, we have \( N_j \cap Y_j \subseteq B \cap Y_j \).

"\( \Leftarrow \): Suppose that \( B^* \cap j \not\subseteq B \). Then, there is \( y \in B^* \cap j \) such that \( y \not\in B \). From \( y \in B^* \cap j \) and (iii), we get \( y \in N_j \) and \( y \in Y_j \). Therefore, \( y \in N_j \cap Y_j \) and \( y \not\in B \cap N_j \) because \( y \not\in B \), showing \( N_j \cap Y_j \not\subseteq B \cap Y_j \).

Therefore, as a consequence of Theorem 3, if \( N_j \cap Y_j \subseteq B \cap Y_j \) fails then we can skip the attribute \( j \) because \( B \) and \( D = (B \cup \{j\})^{1,3} \) would fail the canonicity test in line 10. Altogether, FCB0 lists all formal concepts, each of them exactly once. □

**Remark 2.** In Algorithm 2, the additional information about attributes that is needed to perform the test is stored in procedure arguments \( N_j \) which are, in fact, particular intents. On the other hand, the test formulated in Theorem 3 is based on sets of the form \( B^* \cap j \). We use \( N_j \)'s instead of sets \( B^* \cap j \) because of efficiency reasons: Since \( N_j \) represents an intent of a concept that has already been computed, the third argument \( N_j = \emptyset \forall y \in Y \) for \textsc{FastGenerateFrom} can be organized as a list (or an array) of references (pointers) to such intents. Storing referenced objects in a linear data structure is much cheaper an operation than computing \( B^* \cap j \) and storing the resulting value. More efficiency issues will be discussed in Section 4. □

The following example illustrates recursive invocations of \textsc{FastGenerateFrom} during the computation.

**Example 3.** We demonstrate the computation of Algorithm 2 for the input data from Example 1 by listing important steps of the algorithm. We focus on steps performed in lines 1 (listing of found formal concepts), 7 (quick canonicity test), 11 (putting to queue), 13 (updating information about attributes in sets \( B_i \cap j \)), and 18 (recursive invocations of \textsc{FastGenerateFrom}). In addition to that, if an invocation of \textsc{FastGenerateFrom} terminates either in line 3 or 20, we denote this fact by "\( \perp \)" in a separate line. Nested invocations are separated by horizontal indent. In the example, each formal concept is denoted by \( C_i = (A_i, B_i) \), i.e., each \( B_i \) is the intent of the corresponding \( C_i \). The rest of the notation is the same as in Algorithm 2. When \textsc{FastGenerateFrom} is invoked with \( C_1 \), 0, and \( \{N_j = \emptyset \forall y \in Y \} \), the computation proceeds as follows:

```
line 1: list C_1 = \{\{0,1,2,3\},0\}
line 7: trivial success for j = 0 because N_0 = \emptyset
line 11: put (C_2,1) = \{\{0,1,2\},0\} to queue
line 7: trivial success for j = 1 because N_1 = \emptyset
line 11: put (C_3,2) = \{\{0,2,3\},1\} to queue
line 7: trivial success for j = 2 because N_2 = \emptyset
line 11: put (C_4,3) = \{\{0,1,3\},2\} to queue
line 7: trivial success for j = 3 because N_3 = \emptyset
line 13: set M_3 to D = (\emptyset \cup \{3\})^1 = \{0,2,3,4,5\} = B_{05}
line 7: trivial success for j = 4 because N_4 = \emptyset
line 13: set M_4 to D = (\emptyset \cup \{4\})^1 = \{0,4\} = B_0
line 7: trivial success for j = 5 because N_5 = \emptyset
line 13: set M_5 to D = (\emptyset \cup \{5\})^1 = \{0,2,3,4,5\} = B_{05}
line 18: get (C_5,1) from queue and call \textsc{FastGenerateFrom}(C_5, 1, \{M_j | y \in Y \})
line 1: list C_2 = \{\{0,1,2\},0\}
line 7: trivial success for j = 1 because N_1 = \emptyset
line 11: put (C_3,1) = \{\{0,2,1\},2\} to queue
line 7: trivial success for j = 2 because N_2 = \emptyset
line 11: put (C_4,3) = \{\{0,1,2\},3\} to queue
line 7: failure for j = 3, B = \{0\}, and N_3 = \{0,2,3,4,5\} = B_{05} because \(2 \not\subseteq B \)
line 7: success for j = 4, B = \{0\}, and N_4 = \{0,4\} = B_0
line 11: put (C_5,5) = \{\{1,2\},0\},4\} to queue
line 7: failure for j = 5, B = \{0\}, and N_5 = \{0,2,3,4,5\} = B_{05} because \(2,3,4 \not\subseteq B \)
line 18: get (C_6,2) from queue and call \textsc{FastGenerateFrom}(C_6,2, \{M_j | y \in Y \})
line 1: list C_3 = \{\{0,2\},0,1\}
line 7: trivial success for j = 2 because N_2 = \emptyset
line 11: put (C_4,3) = \{\{0,0,1,2\},3\} to queue
```

(continued on next page)
line 7: failure for \( j = 3 \), \( B = \{0,1\} \), and \( N_3 = \{0,2,3,4,5\} = B_8 \) because \( \{2\} \subseteq B \)
line 7: success for \( j = 4 \), \( B = \{0,1\} \), and \( N_4 = \{0,4\} = B_9 \)
line 11: put \( (C_6,5) = (\{\{1,2\}, \{0,1,2,3,4,5\}\}, 4) \) to queue
line 7: failure for \( j = 5 \), \( B = \{0,1\} \), and \( N_5 = \{0,2,3,4,5\} = B_9 \) because \( \{2,3,4\} \subsetneq B \)
line 18: get \( (C_8,3) \) from queue and call \texttt{FastGenerateFrom}(C_8, 3, \{M_y | y \in Y\})

\[ \textbf{line 1: list } C_4 = (\{0,1,2\}) \]
line 7: success for \( j = 3 \), \( B = \{0,1,2\} \), and \( N_3 = \{0,2,3,4,5\} = B_8 \)
line 11: put \( (C_5,4) = (\{\{0,1,2,3,4,5\}\}, 4) \) to queue
line 7: success for \( j = 4 \), \( B = \{0,1,2\} \), and \( N_4 = \{0,4\} = B_9 \)
line 13: set \( M_4 \) to \( D = (\{0,1,2\} \cup \{4\})^{-1} = \{0,1,2,3,4,5\} = B_9 \)
line 7: failure for \( j = 5 \), \( B = \{0,1,2\} \), and \( N_5 = \{0,2,3,4,5\} = B_9 \) because \( \{3,4\} \subseteq B \)
line 18: get \( (C_8,4) \) from queue and call \texttt{FastGenerateFrom}(C_8, 4, \{M_y | y \in Y\})

\[ \textbf{line 1: list } C_5 = (\{0,1,2,3,4,5\}) \]
\( \perp \) return from invocation for \( C_5 \)
\( \perp \) return from invocation for \( C_4 \)
line 18: get \( (C_6,5) \) from queue and call \texttt{FastGenerateFrom}(C_6, 5, \{M_y | y \in Y\})

\[ \textbf{line 1: list } C_6 = (\{0,1,4\}) \]
line 7: failure for \( j = 5 \), \( B = \{0,1,4\} \), and \( N_5 = \{0,2,3,4,5\} = B_9 \) because \( \{2,3\} \subseteq B \)
\( \perp \) return from invocation for \( C_6 \)
\( \perp \) return from invocation for \( C_5 \)
line 18: get \( (C_7,3) \) from queue and call \texttt{FastGenerateFrom}(C_7, 3, \{M_y | y \in Y\})

\[ \textbf{line 1: list } C_7 = (\{0,1\}, \{0,2\}) \]
\( \perp \) return from invocation for \( C_8 \)
\( \perp \) return from invocation for \( C_7 \)
line 18: get \( (C_9,5) \) from queue and call \texttt{FastGenerateFrom}(C_9, 5, \{M_y | y \in Y\})

\[ \textbf{line 1: list } C_9 = (\{1,2\}, \{0,4\}) \]
line 7: failure for \( j = 5 \), \( B = \{0,4\} \), and \( N_5 = \{0,2,3,4,5\} = B_9 \) because \( \{2,3\} \subseteq B \)
\( \perp \) return from invocation for \( C_9 \)
\( \perp \) return from invocation for \( C_8 \)
line 18: get \( (C_{10},2) \) from queue and call \texttt{FastGenerateFrom}(C_{10}, 2, \{M_y | y \in Y\})

\[ \textbf{line 1: list } C_{10} = (\{0,2,3\}, \{1\}) \]
\( \perp \) return from invocation for \( C_{10} \)
\( \perp \) return from invocation for \( C_9 \)
line 18: get \( (C_{11},3) \) from queue and call \texttt{FastGenerateFrom}(C_{11}, 3, \{M_y | y \in Y\})

\[ \textbf{line 1: list } C_{11} = (\{0,3\}, \{1,2\}) \]
\( \perp \) return from invocation for \( C_{11} \)
\( \perp \) return from invocation for \( C_{10} \)
line 18: get \( (C_{12},3) \) from queue and call \texttt{FastGenerateFrom}(C_{12}, 3, \{M_y | y \in Y\})

\[ \textbf{line 1: list } C_{12} = (\{0,1,3\}, \{2\}) \]
\( \perp \) return from invocation for \( C_{12} \)
\( \perp \) return from invocation for \( C_1 \)
3.3. On the relationship to NextClosure

Notice that FCB0 lists all formal concepts in the same order as CB0. Although FCB0 first computes closures which are put in a queue and then makes the appropriate recursive calls, it lists the concepts in the same order as CB0 because the listing is performed as a first action after the invocation of FASTGENERATEFROM. Hence, the listing does not necessarily follow the computation of a closure as it can be seen from Example 3.

The order in which concepts are listed by FCB0 can be changed in various ways. For instance, if we move line 1 of Algorithm 2 between lines 11 and 12, the concept will be listed in an order which agrees with the combined breadth-first and depth-first search order of the call tree, see Remark 1.

More importantly, the algorithm can be easily modified to produce formal concepts in the same order as Ganter’s NextClosure algorithm [9]. Recall that NextClosure lists all concepts in a lexicographic order: $B_1 \subseteq Y$ is lexicoty smaller [10] than $B_2 \subseteq Y$, denoted $B_1 < B_2$, if the smallest element that distinguishes $B_1$ and $B_2$ belongs to $B_2$. That is,

$$B_1 < B_2 \quad \text{iff} \quad \text{there is } j \in B_2 \setminus B_1 \text{ such that } B_1 \cap Y_j = B_2 \cap Y_j,$$

(12) where $Y_j$ is defined as in (8). It can be shown that $<$ is a total strict order on $2^Y$. NextClosure lists the formal concepts in the (unique) order $<$ by an iterative computation of lexicographic successors, starting with the lexicographically smallest concept $(\emptyset, \emptyset^\uparrow \downarrow)$. The following claim characterizes nodes of a call tree in terms of their lexicographic relationship.

**Theorem 5.** Let $\{(C_y, y | (C_y, y | i \in J) \mid i \in J\}$ be a J-indexed set of derivations of formal concepts $C_i$ with intents $B_i$. Let $B$ be the intent of $C$. Then the following are true:

(i) for each $i \in J: B < B_i$,

(ii) for each $j, k \in J$ with $y_j < y_k$ and each $(C', y^\uparrow + 1)$ such that $(C_k, y_k + 1) \vdash \vdash (C', y^\uparrow + 1): B' < B_j$ where $B'$ is intent of $C'$ and $\vdash \vdash$ is the reflexive and transitive closure of $\vdash$.

**Proof.** See Fig. 3 for a symbolic schema for the proof.

(i) is easy to see: Since $(C_y, y | (C_y, y | i \in J) + 1)$, we have $B \cap Y_{y_i} = B_i \cap Y_{y_i}$. In addition to that, $y_i \in B_i$ and $y_i \neq B_i$, i.e. (12) is satisfied for $j$ being $y_k$ showing $B < B_i$.

(ii) We check that for $y_j$ we have $B' \cap Y_{y_j} = B_i \cap Y_{y_j}$, $y_j \neq B'$, and $y_j \in B_j$. From this, we get $B' < B_i$ directly from (12). Notice that $y_j < y_k$ implies $Y_{y_j} \subseteq Y_{y_k}$. Thus, from $B \cap Y_{y_j} = B_i \cap Y_{y_j}$ it follows that $B \cap Y_{y_j} = B_i \cap Y_{y_k}$. Using $B \cap Y_{y_j} = B_i \cap Y_{y_j}$ and the latter equality, we get $B_i \cap Y_{y_j} = B \cap Y_{y_j}$. Moreover, from $(C_k, y_k + 1) \vdash \vdash (C', y^\uparrow + 1)$, it follows that $B_k \cap Y_{y_k} = B' \cap Y_{y_k}$, i.e., $B_k \cap Y_{y_k} = B' \cap Y_{y_k}$ because $y_j < y_k$. Putting $B_k \cap Y_{y_j} = B' \cap Y_{y_j}$ and $B_k \cap Y_{y_k} = B' \cap Y_{y_k}$ together, we get $B \cap Y_{y_j} = B' \cap Y_{y_k}$. Thus, it remains to show that $y_j \in B_j$ and $y_j \neq B'$. The first claim is evident. In order to prove $y_j \neq B'$, observe that $y_j \neq B$ and consequently $y_j \neq B \cap Y_{y_j} = B_k \cap Y_{y_k} = B' \cap Y_{y_k}$, meaning that $y_j \neq B'$ because $y_j < y_k$. □

**Theorem 5** shows how the call tree should be traversed if anyone wants to list all concepts according to $. If we take the concepts $C$ and $|C_i | i \in J \}$ as in **Theorem 5**, we can see that $C$ should be listed before all $C_i$’s due to (i). Furthermore, if we take two different concepts $C_j$ and $C_k (j, k \in J)$, $C_k$ should be listed before $C_j$ if $y_j < y_k$, because of (ii). Therefore, (i) and (ii) mean that given a subtree of a call tree, the root node must be listed first and the descending nodes $C_i$ should be listed in a descending order according to $y_i$. Furthermore, (ii) says that each node $C'$ derivable from $C_k$ should also be listed before $C_j$ and, at the same time, after $C_k$ because of (i). This means that in order to list all formal concepts in a lexicographic order, we have to perform a depth-first search through the call tree, assuming that we process all attributes in the descending order. Since Algorithm 2 already performs the depth-first search, it suffices to ensure the descending order of processed attributes. We can do that by modifying Algorithm 2 in one of the following ways:

(i) we can use a stack instead of a queue to store computed formal concepts, or

(ii) we can modify the loop in line 5 so that it goes “from n downto y”.

This way for obtaining concepts in a lexicographic order is much faster than the iterative algorithm from [10] because we can compute fixpoints of $\uparrow$ more efficiently, see Section 4, and we employ the fast canonicity test. Performance comparisons can be found in Section 4.2.
3.4. On the relationship to AddIntent

In [27], the authors have introduced an incremental algorithm AddIntent for computing formal concepts together with the subconcept–superconcept hierarchy \( \leq \) given by (7). Unlike FCbO, the algorithm proposed in [27] is incremental, i.e., it incrementally computes the concept lattice of given context by adding all attributes (or objects as in [27]) one by one. Interestingly, AddIntent includes a particular optimization that is analogous to the fast canonicity test of FCbO introduced in this paper. The key difference is that AddIntent uses a slightly different canonicity test that is based on the ordering \( \leq \) of formal concepts (7), whereas FCbO uses the order of processed attributes. The approach used by AddIntent is more beneficial if one wants to compute the whole concept lattice instead of just computing the formal concepts. On the other hand, the approach taken by FCbO is simpler and is more efficient if only the set of formal concepts is considered.

Using the notation from our paper, [27] defines a notion of a canonical generator of a formal concept \( (C, D) \) which can be described as follows. First, denote by \( B_i(X, Y, I_i) \) the set of all formal concepts of a formal context \( (X, Y, I_i) \) where \( I_i = I \cap (X \times Y) \) with \( Y_i \) defined as in (8) (i.e., \( (X, Y_i, I_i) \) represents the original context restricted to attributes 0, …, \( i-1 \)). Then, \( (C, D) \in B_{i+1}(X, Y, I_{i+1}) \) is called new in \( B_{i+1}(X, Y, I_{i+1}) \) if \( C \) is distinct from all concept extents from \( B_i(X, Y, I_i) \). Furthermore, if \( (C, D) \) is new in \( B_{i+1}(X, Y, I_{i+1}) \), then \( (A, B) \in B_i(X, Y, I_i) \) is called a generator of \( (C, D) \) if \( D = (B \cup \{i\})^{y_i} \) and thus \( C = A \cap \{i\}^{y_i} \). A canonical generator \( \langle A, B \rangle \) of \( (C, D) \) is then the infimum

\[
\langle A, B \rangle = \left\langle \bigcap_{j \in J} A_j, \left( \bigcup_{j \in J} B_j \right)^{y_i} \right\rangle
\]

of all generators \( \langle A_j, B_j \rangle \in B_i(X, Y, I_i) \) (\( j \in J \)) of \( (C, D) \). Then, the authors of [27] utilize the fact that if \( \langle A, B \rangle \) is a canonical generator of a new concept \( (E, F) \) and \( (C, D) \) is a non-canonical generator of \( (E, F) \) then any concept \( (G, H) \) such that \( D \subseteq H \) and \( B \not\subseteq H \) is not a canonical generator of any new concept. Cf. [27, Proposition 1]. As a consequence, AddIntent does not have to process concepts like \( (G, H) \) during the search for canonical generators. On one hand, this is an analogous improvement like that proposed in this paper, see Lemma 2. On the other hand, improvements in both AddIntent and FCbO are based on different notions of canonicity (we do not use the lattice order \( \leq \)) and different approaches (incremental and non-incremental) of computing formal concepts.

4. Complexity and efficiency issues

It is a well-known fact that the limiting factor of computing all formal concepts is that the corresponding counting problem is \#P-complete [18,20]. Fortunately, if \( |I| \) is considerably small, one can get the set of all formal concepts in reasonable time even if \( X \) and \( Y \) are large. Therefore, there have been proposed various algorithms for FCA specialized on sparse incidence data. FCbO performs well in case of both sparse and dense data of reasonable size. From the point of view of the asymptotic worst-case complexity, FCbO has time delay \( O(|Y|^3 \cdot |X|) \), see [14], and asymptotic time complexity \( O(|I|^{2} \cdot |Y| \cdot |X|) \) because in the worst case, FCbO can degenerate into the original CbO [19,21] but in general, it cannot do worse than CbO. In addition, there are strong indications that on average FCbO delivers the results faster than CbO. Therefore, the average-case complexity analysis of FCbO and ramifications of the worst-case complexity of FCbO seem to be challenging and important open problems.

In this section we focus on two aspects of FCbO. First, we discuss suitable data representation for efficient computation of closures of \( X \) which can be used by both CbO and FCbO including their derivatives like PCbO [15]. The second subsection presents an experimental evaluation of FCbO performance on real and synthesized data sets. The observations made therein illustrate the average-case behavior of the algorithm.
4.1. Improving efficiency of computing closures

The input formal context $I \subseteq X \times Y$ is usually represented in a computer by a two-dimensional array which corresponds with $I$ in the obvious way. We suggest to represent $I$ by a collection of sets representing all rows of such two-dimensional array. By a row (corresponding to $x \in X$) we mean a set of attributes $\{x\}^I = \{y \in I \mid (x,y) \in I\}$. Clearly, if we take set $O = \{\{x\} \mid x \in X\}$, we have $(x,y) \in I$ iff $y \in \{x\}$ iff $x \in \{y\}$.

Representing $I$ by $O$, we can significantly improve the computation of a new formal concept which is done in lines 8 and 9 of Algorithm 2. Given formal concept $(A, B)$ and $j \neq B$, we can compute

$$\langle C, D \rangle = \langle A \cap \{j\}, (A \cap \{j\})^I \rangle = \langle A \cap \{j\}, (B \cup \{j\})^I \rangle$$

as it is shown in Algorithm 3. Thus, lines 8 and 9 of Algorithm 2 can be replaced by a single call of `COMPUTECLOSURE`($(A, B), j$). The algorithm is correct. Indeed, it is evident that $C = A \cap \{j\}$ and $D = \bigcap_{x \in A \cap \{j\}} \{x\} = \left(\bigcup_{x \in A \cap \{j\}} \{x\}\right)^I = (A \cap \{j\})^I = (B \cup \{j\})^I$.

\begin{algorithm}
1. set $C$ to $\emptyset$;
2. set $D$ to $Y$;
3. foreach $x$ in $A$ do
4.  if $j \in \{x\}$ then
5.    set $C$ to $C \cup \{x\}$;
6.  set $D$ to $D \cap \{x\}$;
7. end
8. end
9. return $(C, D)$
\end{algorithm}

\textbf{Remark 3.} A straightforward method for computing new formal concepts is based on definitions (5) and (6) of the concept-forming operators. The method can be implemented by a direct two-way algorithm which first computes the extent $(B \cup \{j\})^I$ which is further used to compute the intent $(B \cup \{j\})^I$. Contrary to that, the procedure `COMPUTECLOSURE` computes the extent by filtering out the objects $x$ from $A$ for which it does not hold $j \in \{x\}$. In addition to that, during the computation of an extent, we also compute the corresponding intent by computing intersections of $D$ and rows $\{x\}^I$. This can be done more efficiently especially if $\{x\}^I$ are organized as bit arrays. Thus, the algorithm relies on efficient implementation of sets and a single operation on sets: the intersection. Since computing intersections is generally more efficient than implementing the concept-forming operators, Algorithm 3 significantly outperforms the naive two-way algorithm. A detailed comparison of various data structures used for computing formal concepts can be found in [17].

4.2. Experimental evaluation

We have run several experiments to compare the algorithm with CbO [19,21], Andrews’s In-Close [2] and Ganter’s Next-Closure [9]. For the sake of comparison, we have implemented our algorithm, CbO and NextClosure in ANSI C while the implementation of In-Close was borrowed from the author. As suggested in the previous section, we represented input data tables by set $O$ of table rows. Sets of attributes were represented by bit-arrays, where each bit represented the presence/absence of an attribute in a set. When storing a bit-array as an array of 32-bit or 64-bit integers, depending on the hardware architecture, all of the set operations with attributes, especially the set intersection, can be implemented by bitwise operations “and”, “not”, and “xor” on integers. These operations are implemented in arithmetic logic units (ALUs) of all computer processors. This representation is beneficial, e.g., in Algorithm 3 in line 6, where we can process up to 32 or 64 attributes at a time.

The experiments were run on otherwise idle 32-bit i386 hardware (Intel Core 2 Duo T9600, 2.8 GHz, 4 GB RAM). We performed two types of experiments. First, we were interested in the performance of all four algorithms measured by running time. Second, and more importantly, in order to evaluate the influence of the new canonicity test, we compared FCB0 and CbO in terms of the total number of computed closures.

In the first set of experiments, we have run the algorithms on randomly generated data tables with various percentages of 1’s in the table. We have used tables with 10,000 objects and the number of attributes ranging from 50 to 200 attributes. To illustrate the performance of algorithms, Fig. 4(left) shows a graph of dependency of time required to compute all formal concepts on the number of attributes in data tables with 10% of nonzero entries. We have not depicted the graph of average running time of NextClosure since there is a huge performance gap between the algorithm and the other algorithms (for instance FCB0 is approximately 100 times faster than NextClosure on the evaluated data); the solid line is for FCB0, the dashed line is for CbO and the dotted line is for In-Close. In the FCB0/CbO comparison, the graph illustrating the average numbers of computed closures is depicted in Fig. 5(left); again, the solid line is for FCB0 and the dashed line for CbO. Note that the graph
The second set of experiments were done with several data sets from the UCI Machine Learning Repository [4,13]. The results for performance times and numbers of computed closures are depicted in Fig. 6, along with the information on size and fill ratio of used data sets and concept lattice size.

From all the time and closure number dependency graphs and the table we can see that the FCbO algorithm significantly outperforms NextClosure and also considerably outperforms both the CbO and In-Close algorithms. In both cases, the performance gain is due to the new canonicity test which avoids a large number of concepts to be computed multiple times (cf. the numbers of closures computed by FCbO and CbO in case of the MUSHROOM data set, for instance, in Fig. 6). In case of NextClosure [9], the performance gain is then further multiplied by a more efficient computation of closures described in Section 4.1. The efficiency of the new “fast” test is illustrated by the graphs and the table depicting the numbers of closures computed by CbO (and NextClosure) and by FCbO.

5. Conclusions

We have introduced an algorithm called FCbO for computing formal concepts in object-attribute data tables. The algorithm results from CbO [19,21] by introducing a new canonicity test. We have proved correctness of the algorithm and pre-

<table>
<thead>
<tr>
<th>dataset</th>
<th>mushroom</th>
<th>anonymous web</th>
<th>adult</th>
<th>internet ads</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>8124 × 119</td>
<td>32711 × 296</td>
<td>48842 × 104</td>
<td>3279 × 1557</td>
</tr>
<tr>
<td>fill ratio</td>
<td>19.33 %</td>
<td>1.02 %</td>
<td>8.65 %</td>
<td>0.88 %</td>
</tr>
<tr>
<td># concepts</td>
<td>238710</td>
<td>129009</td>
<td>180115</td>
<td>9192</td>
</tr>
<tr>
<td>NextClosure time</td>
<td>53.891</td>
<td>243.325</td>
<td>134.954</td>
<td>114.403</td>
</tr>
<tr>
<td>CbO time</td>
<td>0.508</td>
<td>0.238</td>
<td>0.302</td>
<td>0.332</td>
</tr>
<tr>
<td>In-Close Time</td>
<td>0.544</td>
<td>0.524</td>
<td>0.302</td>
<td>0.158</td>
</tr>
<tr>
<td>FCbO time</td>
<td>0.340</td>
<td>0.240</td>
<td>0.318</td>
<td>0.160</td>
</tr>
<tr>
<td># closures computed by CbO</td>
<td>1321411</td>
<td>785112</td>
<td>585253</td>
<td>1783871</td>
</tr>
<tr>
<td># closures computed by FCbO</td>
<td>299202</td>
<td>398148</td>
<td>305644</td>
<td>309357</td>
</tr>
</tbody>
</table>

Fig. 4. Average running time dependent on number of attributes (on the left) and on fill ratio (density of 1’s, on the right), solid line – FCbO, dashed line – CbO, dotted line – In-Close.

Fig. 5. Ratio of average number of closures computed by FCbO (solid line) and by CbO (dashed line) to average concept lattice size dependent on number of attributes (on the left) and on fill ratio (density of 1’s, on the right).

Fig. 6. Performance (in seconds) and numbers of closures computed by CbO and FCbO for selected datasets.
sented an experimental evaluation of its performance compared to the original CbO, Ganter's NextClosure and also to Andrews's In-Close, another contemporary derivative of CbO. The experiments have shown that FCbO significantly reduces the number of computed closures while maintaining a reasonable overhead and hence delivers results faster than the other algorithms. The implementation of the algorithm can be downloaded from http://fcalgs.sourceforge.net/fcbo-ins.html.

The future research will focus on further refinements and extensions of the algorithm and will focus in a more detail on the relationship between various recently-developed algorithms [22,27].
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Abstract. We present a novel approach to compute formal concepts of formal context. In terms of operations with Boolean matrices, the presented algorithm computes all maximal rectangles of the input Boolean matrix which are full of 1s. The algorithm combines basic ideas of previous approaches with our recent observations on the influence of attribute permutations and attribute sorting on the number of formal concepts which are computed multiple times. As a result, we present algorithm which computes formal concepts by successive context reduction and attribute sorting. We prove its soundness, discuss its complexity and efficiency, and show that it outperforms other algorithms from the CbO family in terms of substantially lower numbers of formal concepts which are computed multiple times.

1. Introduction and Problem Setting

Formal concept analysis (FCA) is a method of relational data analysis proposed by R. Wille [27] in early 80’s. Since its inception, there has been an extensive theoretical research which has lead to many order-theoretical results, see [7] for a survey. Another, maybe equally important fact is that the results have been directly applied to various fields of data analysis including analysis in software engineering [25, 26], web information retrieval [11], and market-basket analysis [29]. Examples of FCA applications can be found in [4, 7].
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In its basic setting, FCA deals with object-attribute relational data which can be seen as a data table with rows corresponding to objects, columns corresponding to attributes (features), and table entries being 1 or 0, indicating whether objects have or do not have corresponding attributes. Formally, such data tables can be seen as binary relations between a set of objects and a set of attributes. The aim of FCA is to extract from such input data useful information about interesting object-attribute biclusters and attribute dependencies which are present in data. The outputs of FCA are used either directly or for preprocessing purposes. In the first case, extracted object-attribute clusters (so-called formal concepts) are ordered by a subconcept-superconcept hierarchy and can be presented to users by a line diagram of clusters (diagram of so-called concept lattice). The users can then navigate through the hierarchy to find clusters, identified by sets of objects and attributes that are covered by the clusters, which represent interesting and/or useful information for them. For instance, in an object-attribute database of cars and their features, users can find clusters like “affordable and safe cars”, “four-wheel drive SUVs”, etc., which they may find interesting. Note that the interpretation of a cluster as a concept having its extent (objects that fall under the concept) and its intent (attributes that fall under the concept) which is used in FCA is inspired by a traditional understanding of concept which goes back to Port-Royal logic [5, 18].

If FCA is used for preprocessing, the extracted clusters (formal concepts) are not used by users directly. Instead, they are used as input for other data mining methods. For instance, the seminal paper [24] showed that the formal concepts can be used to find non-redundant association rules, cf. also [29]. Recently, it has been shown in [3] that formal concepts can be used to find optimal factorization of Boolean matrices. In fact, it can be shown that they correspond to optimal solutions of the discrete basis problem discussed by Miettinen et al. [21].

In either case, the basic computational problem of FCA is to compute, given an input formal context (an object-attribute data table), the set of all formal concepts (the object-attribute clusters present in the input data). In the past, there have been proposed various algorithms for solving this task, see [17] for a survey and comparison. Among the best-known algorithms are CbO [14, 15, 16] proposed by Kuznetsov, Ganter’s NextClosure [6, 7], and Lindig’s UpperNeighbor [19] algorithms. There is an important family of algorithms which includes CbO, NextClosure, the algorithm proposed by Norris [22], and other algorithms such as PCbO [12], FCbO [13, 23], and InClose [2]. We call this family a CbO family because all algorithms in the family can be seen as modifications or refinements of CbO. For instance, NextClosure can be seen an iterative version of CbO, PCbO is a parallel variant of CbO, FCbO is a refinement of CbO which uses a new canonicity test, etc. In a broader sense, the CbO family of algorithms can be seen as an example of a family of algorithms for listing combinatorial structures [8].

A common issue that all algorithms for FCA have to care about is to prevent processing (e.g., storing or listing) the same formal concept multiple times. There are several approaches to cope with the problem. The CbO family algorithms use canonicity tests which are generally very cheap to perform. The basic idea is the following. Formal concepts are supposed to be computed in a predefined order. If the order is not preserved in a certain branch of computation (i.e., a newly computed formal concept does not pass the canonicity test during the computation), the branch is no longer considered. As a consequence, the canonicity test ensures that even if a formal concept is computed several times, it is processed (e.g., stored or listed) exactly once.

Although conceptually similar, algorithms from the CbO family differ in their efficiency. One of the most important factors is just the efficiency of the underlying canonicity tests. For instance, FCbO
uses a canonicity test which is more efficient than that of the original CbO. In practice, the numbers of formal concepts which are computed multiple times by FcB0 is considerably smaller than the numbers corresponding to CbO [13, 23]. Another efficiency issue which is related to canonicity tests is the order in which attributes are processed by algorithms of the CbO family. In general, an important feature of algorithms for FCA is whether their performance depends on the order of objects and attributes in the input formal context. From this point of view, we shall call an algorithm (permutation) resistant whenever all isomorphic copies (in the usual sense) of the input formal context require the same number of elementary computation steps in order to compute all concepts. For our purposes, an elementary computation step shall be represented by computation of a single formal concept. One can easily see that, e.g., Lindig’s UpperNeighbor algorithm [19] is resistant. In other words, if we rearrange rows and columns in the input data table, the algorithm uses the exact same number of steps to compute all formal concepts. On the other hand, algorithms from the CbO family are not resistant [13] and thus considering different orders of attributes can reduce the number of concepts that are computed multiple times, thus improving the efficiency.

The present paper is partly motivated by our observations from [13] where we have investigated the impact of using different orders of attributes for algorithms from the CbO family. One of the results presented in [13] says that if attributes of formal context are sorted in the ascending order according to their supports, i.e., the numbers of objects having the attributes, then the canonicity test of both CbO and FcB0 always succeeds for all attribute concepts (concepts generated by a single attribute) provided that all attributes are distinct (i.e., all columns of the input data table are pairwise distinct). Furthermore, our empirical experiments have shown an interesting tendency that while processing formal contexts with attributes sorted in the aforementioned order, canonicity tests tend to fail less frequently than in the case of contexts containing inversions (with respect to the aforementioned order). In addition, with increasing number of inversions in a data table, the average number of computed closures grows. This seems to be a general tendency which has been experimentally observed in [13].

In the present paper, we elaborate on the ideas of attribute sorting. Motivated by the results of attribute sorting presented in [13], we introduce a method for attribute sorting and context reduction which is performed after obtaining a new formal concept. Unlike the approach in [13], where attribute sorting was just a means of data preprocessing and was used for each input data exactly once (before the computation which is then done by standard CbO or FcB0), we utilize attribute sorting during the computation several times which results in a conceptually new algorithm. The idea of dynamic reordering of attributes appeared in algorithm CHARM [28] for computing closed itemsets. In the paper, we describe the algorithm, prove its soundness, and investigate its complexity and further efficiency issues related to efficiency of its canonicity test. As we shall see in further sections, in terms of the numbers of concepts computed multiple times, the proposed algorithm outperforms CbO by an order of magnitude. The improvement is apparent especially in the case of large real data sets [9].

The paper is organized as follows. Section 2 contains brief preliminaries from FCA. Section 3 introduces operations with formal contexts which are used to describe the algorithm. Section 4 introduces the algorithm. Section 5 contains a detailed running example of the algorithm. Section 6 contains proof of soundness of the algorithm. Finally, Section 7 is devoted to complexity and efficiency issues of the algorithm and contains performance comparison with other algorithm from the CbO family.
2. Preliminaries from FCA

In this section we recall basic notions of FCA. More details can be found in monographs [7] and [4]. Let X and Y denote finite sets of objects and attributes, respectively. A formal context is a triple $\mathbb{K} = \langle X, Y, I \rangle$ where $I \subseteq X \times Y$, i.e. $I$ is a binary relation between $X$ and $Y$. The fact $\langle x, y \rangle \in I$ is interpreted so that “object $x$ has attribute $y$”. Note that $\mathbb{K}$ obviously corresponds to a two-dimensional data table with rows corresponding to objects from $X$, columns corresponding to attributes from $Y$, and table entries being 1 and 0 indicating whether $\langle x, y \rangle \in I$ or $\langle x, y \rangle \notin I$. Thus, formal contexts can be seen as Boolean matrices.

Given $\mathbb{K} = \langle X, Y, I \rangle$, we introduce a pair of concept-forming operators [7] $^{\uparrow}K : 2^X \to 2^Y$ and $^{\downarrow}K : 2^Y \to 2^X$ defined, for each $A \subseteq X$ and $B \subseteq Y$, by $A^{\uparrow}K = \{ y \in Y \mid \text{for each } x \in A: \langle x, y \rangle \in I \}$ and $B^{\downarrow}K = \{ x \in X \mid \text{for each } y \in B: \langle x, y \rangle \in I \}$, respectively. If there is no danger of confusion, we omit $K$ and write just $^{\uparrow}$ and $^{\downarrow}$ instead of $^{\uparrow}K$ and $^{\downarrow}K$, respectively. The cardinality of $\{ y \}^{\downarrow}K$ is called the support of $y \in Y$. By a formal concept in $\mathbb{K}$ with extent $A$ and intent $B$ we mean any pair $(A, B) \in 2^X \times 2^Y$ such that $A^{\uparrow}K = B$ and $B^{\downarrow}K = A$. Thus, formal concepts are fixed points of the concept-forming operators.

Intuitively, each formal concept $(A, B)$ represents a bicluster in $\mathbb{K}$ which consists of objects $A$ that fall under the concept and attributes $B$ that fall under the concept. Since $A^{\uparrow}K = B$ and $B^{\downarrow}K = A$, $A$ is a set of objects having all attributes from $B$ and $B$ is a set of attributes shared by all objects from $A$. Let us stress that formal concepts can be seen as maximal Boolean submatrices in the following sense: any $(A, B) \in 2^X \times 2^Y$ such that $A \times B \subseteq I$ can be called a Boolean submatrix of $\mathbb{K}$ (which is full of 1s). Moreover, a Boolean submatrix $(A, B)$ of $\mathbb{K}$ is a maximal one if, for each Boolean submatrix $(A', B')$ of $\mathbb{K}$ such that $A \times B \subseteq A' \times B'$, we have $A = A'$ and $B = B'$. We have that $(A, B) \in 2^X \times 2^Y$ is a maximal Boolean submatrix of $\mathbb{K}$ (which is full of 1s) if and only if $A^{\uparrow}K = B$ and $B^{\downarrow}K = A$. Hence, maximal Boolean submatrices full of 1s are exactly the formal concepts.

The set of all formal concepts in $\mathbb{K} = \langle X, Y, I \rangle$ will be denoted by $B(X, Y, I)$. Recall that $B(X, Y, I)$ endowed by a concept ordering $\leq$ forms a complete lattice, called a concept lattice, whose structure is described by the Basic Theorem of FCA [7, 27].

3. Clarification and Attribute Sorting

In this section, we introduce basic operations with contexts that are used to describe the proposed algorithm for computing formal concepts. One of the distinguishing features of the algorithm is that during the computation, it transforms an initial formal context into other contexts by taking subsets of objects and by grouping several attributes together. In addition to that, groups of attributes are sorted according to their support and equipped with an additional numerical flag indicating whether a group of attributes is allowed to be present in intents of formal concepts computed in next stages (a precise meaning of the flag will be described later). These operations on contexts play a crucial role and will be described in this section. We begin with particular representation of formal contexts.

3.1. Input Formal Contexts and $R$-contexts

Here we describe the basic form of formal concepts which are used during the computation. As in case of any algorithm for computing formal concepts, the input for our algorithm is a formal context
Given a formal context $\mathbb{K} = \langle X, Y, I \rangle$, a triple $\mathbb{K}^\sharp = \langle X^\sharp, Y^\sharp, I^\sharp \rangle$ is called an $R$-context (derived from $\mathbb{K}$) if the following conditions are satisfied:

(i) $X^\sharp \subseteq X$;

(ii) $Y^\sharp \subseteq \mathbb{N}_0 \times 2^Y$ such that for any $\langle n_1, B_1 \rangle \in Y^\sharp$ and $\langle n_2, B_2 \rangle \in Y^\sharp$ we have either that (a) $n_1 = n_2$ and $B_1 = B_2 \neq \emptyset$ or (b) $B_1 \neq \emptyset$, $B_2 \neq \emptyset$, and $B_1 \cap B_2 = \emptyset$;

(iii) for any $x \in X^\sharp$ and $\langle n, B \rangle \in Y^\sharp$: $\langle x, y \rangle \in I$ iff $\langle x, y \rangle \in I$ holds true for all $y_1, y_2 \in B$;

(iv) $I^\sharp = \{ \langle x, \langle n, B \rangle \rangle \in X^\sharp \times Y^\sharp \mid \langle x, y \rangle \in I$ for all $y \in B \}$.

In addition, $\mathbb{K}^\sharp = \langle X^\sharp, Y^\sharp, I^\sharp \rangle$ is called an initial $R$-context (derived from $\mathbb{K}$) if $X^\sharp = X$, $Y^\sharp = \{ \langle 0, \{y\} \rangle \mid y \in Y \}$, and $I^\sharp = \{ \langle x, \langle 0, \{y\} \rangle \rangle \in X^\sharp \times Y^\sharp \mid \langle x, y \rangle \in I \}$. ■

We can immediately observe basic properties of $R$-contexts:

Remark 3.2. (a) Each $R$-context is a formal context. Notice that due to (iv), $\langle x, \langle n, B \rangle \rangle \in I^\sharp$ iff $x \in B^{\equiv n}$ for $x \in X^\sharp$ and $\langle n, B \rangle \in Y^\sharp$. Moreover, taking into account (iii) and (iv), it follows that for any $\langle x, \langle n, B \rangle \rangle \in X^\sharp \times Y^\sharp$, $\langle x, \langle n, B \rangle \rangle \in I^\sharp$ iff there is $y \in B$ such that $\langle x, y \rangle \in I$ in which case $\langle x, y \rangle \in I$ is true for all $y \in B$ because of (iii). Note that each attribute $\langle n, B \rangle \in Y^\sharp$ has two parts: a numerical flag $n$ (explained later) and a subset $B \subseteq Y$ of original attributes. Using (ii), we get that $B \neq \emptyset$. In addition to that, distinct attributes from $Y^\sharp$ have associated pairwise disjoint nonempty subsets of original attributes.

(b) Note that attributes in $R$-context $\mathbb{K}^\sharp = \langle X^\sharp, Y^\sharp, I^\sharp \rangle$ have natural interpretation as sets of attributes from the original context which are indistinguishable in $\mathbb{K}$ provided we restrict ourselves only to objects from $X^\sharp$. Indeed, this is a basic consequence of Definition 3.1 (iii).

(c) An initial $R$-context derived from $\mathbb{K}$ is an $R$-context. Indeed, (i) and (ii) are obvious since attributes of an initial $R$-context are all of the form $\langle 0, \{y\} \rangle$. It is immediate that (iii) and (iv) of Definition 3.1 are satisfied as well. Obviously, an initial $R$-context $\mathbb{K}^\sharp$ derived from $\mathbb{K}$ is isomorphic to $\mathbb{K}$ in the usual sense. In other words, $\mathbb{K}^\sharp$ is exactly the same as $\mathbb{K}$ up to the names of attributes.

From now on, we describe further operations with contexts in terms of $R$-contexts instead of the original input contexts. By this we do not impose any restriction since an initial $R$-context derived from $\mathbb{K}$ has the same concepts up to different names of attributes, see Remark 3.2 (c).

Example 3.3. As an example, we consider a formal context $\mathbb{K}$ with objects $X = \{ a, \ldots, f \}$ and attributes $Y = \{ 0, \ldots, 7 \}$. The context (left) and an $R$-context derived from $\mathbb{K}$ (right) are depicted in Table 1. Notice that the original attributes 1 and 4 are distinguishable in $\mathbb{K}$ by object $c$. On the other hand, they are indistinguishable on $\{ b, d, e, f \}$, hence the attribute $\langle 0, \{ 1, 4 \} \rangle$ in $Y^\sharp$ is correct and satisfies the requirement given by Definition 3.1 (iii). Also, note that all attributes in $\mathbb{K}^\sharp$ except for $\langle 1, \{ 2 \} \rangle$ are given zero flags.

Remark 3.4. Note that $\mathbb{K}^\sharp$ which results from $\mathbb{K}$ is fully given by the sets $X^\sharp$ and $Y^\sharp$ of objects and attributes, respectively. The binary relation $I^\sharp$ can be determined from the original $I$, see Remark 3.2 (a). Thus, a concise computer representation of $\mathbb{K}^\sharp$ can consist of a list of objects and attributes, respectively.
omitting the expensive operation of copying a part of the data representation of \( I \) which can be kept in computer memory only once.

We conclude this subsection by showing that the concept-forming operators induced by \( R \)-contexts have a close relationship to concept-forming operators of original contexts. In order to keep concise notation, we first introduce the following abbreviation. For any \( D \subseteq Y^\sharp \), we define

\[
[D] = \bigcup \{ B \subseteq Y \mid \langle n, B \rangle \in D \}.
\]

Using this notation, we have:

**Lemma 3.5.** Let \( K^\sharp = \langle X^\sharp, Y^\sharp, I^\sharp \rangle \) be an \( R \)-context derived from \( K \). Then, for any \( C \subseteq X^\sharp \) and \( D \subseteq Y^\sharp \),

\[
[C^\sharp K^\sharp] = C^\sharp K \cap [Y^\sharp],
\]

\[
X^\sharp \cap [D]^K = D^\sharp K
\]

**Proof:**
Both equalities can be proved using basic properties of \( R \)-contexts.

“(2)”: Let \( y \in [C^\sharp K^\sharp] \). Therefore, there is \( \langle n, B \rangle \in C^\sharp K \subseteq Y^\sharp \) such that \( y \in B \). Hence, \( y \in [Y^\sharp] \). Moreover, \( \langle n, B \rangle \in C^\sharp K \) yields that for each \( x \in C, \langle x, \langle n, B \rangle \rangle \in I^\sharp \). Due to Definition 3.1 (iv), the latter means that for each \( y \in B \) and \( x \in C \), we have \( \langle x, y \rangle \in I \). Therefore, \( \langle n, B \rangle \subseteq C^\sharp K \subseteq [Y^\sharp] \). Conversely, take \( y \in C^\sharp K \subseteq [Y^\sharp] \). Then, for each \( x \in C \), we have that \( \langle x, y \rangle \in I \). Since \( y \in [Y^\sharp] \), there is \( \langle n, B \rangle \in Y^\sharp \) such that \( y \in B \). Since \( C \subseteq X^\sharp \), using Definition 3.1 (iii) and the previous fact, we get that for each \( y \in B \) and \( x \in C \), \( \langle x, y \rangle \in I \). Thus, for each \( x \in C \), \( \langle x, \langle n, B \rangle \rangle \in I^\sharp \), meaning \( \langle n, B \rangle \in C^\sharp K \) and thus \( y \in B \subseteq [C^\sharp K^\sharp] \).

“(3)”: Consider \( x \in X^\sharp \cap [D]^K \). Therefore, for each \( y \in [D] \), \( \langle x, y \rangle \in I \). In particular, for any \( B \subseteq [D] \) such that \( \langle n, B \rangle \in D \), we have \( \langle x, y \rangle \in I \) for all \( y \in B \), i.e., \( \langle x, \langle n, B \rangle \rangle \in I^\sharp \) since \( x \in X^\sharp \). Moreover, \( \langle n, B \rangle \in D \) has been taken arbitrarily, which means that \( x \in D^{\sharp K} \). Conversely, let \( x \in D^{\sharp K} \). By definition, we have \( \langle x, \langle n, B \rangle \rangle \in I^\sharp \) for all \( \langle n, B \rangle \in D \). Therefore, \( \langle x, y \rangle \in I \) for all \( y \in B \) such that \( \langle n, B \rangle \in D \), meaning that \( \langle x, y \rangle \in I \) is true for all \( y \in [D] \). Therefore, \( x \in [D]^K \). The fact that \( x \in X^\sharp \) is trivial. □
3.2. Clarification

Each $R$-context can be transformed into a new $R$-context with possibly smaller sets of attributes by a process of clarification. Recall from [7] that a formal context $\mathbb{K} = \langle X, Y, I \rangle$ is called clarified if for any $y_1, y_2 \in Y$ it follows that $\{y_1\}^\downarrow = \{y_2\}^\downarrow$ implies $y_1 = y_2$ and dually for any couple of objects. In other words, a clarified context in sense of [7] is a formal context where all columns in the corresponding object-attribute data table are distinct and dually for rows. It is a well known fact that taking a clarified formal context (with duplicate rows and columns removed) instead of the original one we get a possibly smaller context whose concept lattice is isomorphic to the concept lattice of the original context.

In this section, we focus on a particular clarification of $R$-contexts which applies only to attributes of $R$-contexts. In addition, the procedure of clarification we introduce here produces an $R$-context as a result, i.e., we cope with particular form of attributes which consist of a flag and a set of attributes of the original context, see Definition 3.1. The basic idea is the same as in [7], we produce a new $R$-context by putting together identical columns of the corresponding data table.

For any $R$-context $\mathbb{K}^\sharp = \langle X^\sharp, Y^\sharp, I^\sharp \rangle$ which is derived from $\mathbb{K}$, we can consider a binary relation $\equiv_{|\mathbb{K}^\sharp}$ on $Y^\sharp$ such that $y_1 \equiv_{|\mathbb{K}^\sharp} y_2$ if $\{y_1\}^{\downarrow \triangledown} = \{y_2\}^{\downarrow \triangledown}$. Hence, $y_1 \equiv_{|\mathbb{K}^\sharp} y_2$ if columns of the data table corresponding to $\mathbb{K}^\sharp$ given by attributes $y_1$ and $y_2$ are the same. Obviously, $\equiv_{|\mathbb{K}^\sharp}$ is an equivalence relation and thus we may consider the corresponding quotient set $Y^\sharp / \equiv_{|\mathbb{K}^\sharp}$, denoting the equivalence class of $\equiv_{|\mathbb{K}^\sharp}$ containing $y \in Y^\sharp$ by $[y]_{\equiv_{|\mathbb{K}^\sharp}}$. Under this notation, we introduce the following notion:

Definition 3.6. For any $R$-context $\mathbb{K}^\sharp = \langle X^\sharp, Y^\sharp, I^\sharp \rangle$, we define $X^\triangledown, Y^\triangledown, I^\triangledown$ as follows:

(i) $X^\triangledown = X^\sharp$;

(ii) $Y^\triangledown = \{\langle \sum_{\langle n, B \rangle \in Y^\sharp} | \langle n, B \rangle \in [y]_{\equiv_{|\mathbb{K}^\sharp}}, \langle [y]_{\equiv_{|\mathbb{K}^\sharp}} \rangle \rangle \mid y \in Y^\sharp \}$;

(iii) $I^\triangledown = \{\langle x, \langle n, B \rangle \rangle \in X^\triangledown \times Y^\triangledown \mid$ there is $n' \leq n$ and $B' \subseteq B$ such that $\langle x, \langle n', B' \rangle \rangle \in I^\sharp \}$.

Moreover, $\mathbb{K}^\triangledown = \langle X^\triangledown, Y^\triangledown, I^\triangledown \rangle$ is called a clarified $R$-context (which results from $\mathbb{K}^\sharp$). ■

Remark 3.7. Examining (ii) of Definition 3.6, the set $Y^\triangledown$ of attributes contains pairs $\langle n, B \rangle$, where $n$ is a numerical flag which results by taking a sum of flags of all attributes in a single equivalence class of $\equiv_{|\mathbb{K}^\sharp}$. Analogously, $B$ is a union of sets of original attributes which can be found in attributes from the same equivalence class. While the idea behind taking unions of sets of attributes is clear since attributes indistinguishable under $\equiv_{|\mathbb{K}^\sharp}$ are grouped together, the intuitive meaning of taking a sum of flags may not be clear at this point. The informal explanation is the following: in $\langle n, B \rangle \in Y^\sharp$, the number $n$ says that “exactly $n$ of the original attributes from $B$ are not permitted to be used (at certain level of computation)”. Thus, if we group attributes together, the numbers of attributes which are not permitted are added since the sets of attributes are disjoint. A formal justification will follow in Section 4.

The following assertion shows basic properties of clarified $R$-contexts.

Lemma 3.8. Each clarified $R$-context $\mathbb{K}^\triangledown$ is a well-defined $R$-context. Moreover, for $\mathbb{K}^\triangledown$ we have that $\equiv_{\mathbb{K}^\triangledown}$ is identity. As a consequence, $(\mathbb{K}^\triangledown)^\triangledown = \mathbb{K}^\triangledown$. ■
Proof:

It suffices to check requirements (ii)–(iv) of Definition 3.1. It is immediate that (ii) is satisfied since $Y^I/\equiv_{\mathfrak{K}^I}$ consists of pairwise disjoint and nonempty classes which define attributes in $\mathfrak{K}^C$. Furthermore, (iii) is satisfied because for any $x \in X^C = X^I \setminus \{ (n, B) \in Y^I \colon y_1, y_2 \in B, \text{ are } \langle n_1, B_1 \rangle \in Y^I$ and $(n_2, B_2) \in Y^I$ such that $y_1 \in B_1, y_2 \in B_2, \text{ and } (n_1, B_1) \equiv_{\mathfrak{K}^I} (n_2, B_2)$. Therefore, $\langle x, y_1 \rangle \in I$ iff $\langle x, (n_1, B_1) \rangle \in I$ iff $\langle x, (n_2, B_2) \rangle \in I$ iff $\langle x, y_2 \rangle \in I$, i.e., (iii) is satisfied by $\mathfrak{K}^C$. In order to show (iv), observe that by Definition 3.6, $(x, \langle n, B \rangle)$ $\in I^C$ iff there is $n' \leq n$ and $B' \subseteq B$ such that $(n', B') \in Y^I$ and $(x, (n', B')) \in I$. Taking into account $\equiv_{\mathfrak{K}^I}$, $(x, \langle n, B \rangle) \in I^C$ iff for any $(n', B') \in Y^I$ such that $n' \leq n$ and $B' \subseteq B$, we have $(x, \langle n', B' \rangle) \in I$. Using Definition 3.1(iv) which holds for $\mathfrak{K}^I$, the latter is true iff for any $(n', B') \in Y^I$ such that $n' \leq n$ and $B' \subseteq B$, we have $(x, y) \in I$ for all $y \in B'$, i.e., $(x, y) \in I$ for all $y \in B$ because $B$ is a union of all such $B'$’s, proving (iv) of Definition 3.1 for $\mathfrak{K}^C$. The remaining claims follow easily. \hfill \Box

Table 2. Clarified $R$-context $\mathfrak{K}^C$ (left) and $\mathfrak{K}^C$ with sorted attributes (right).

<table>
<thead>
<tr>
<th>$\mathfrak{K}^C$</th>
<th>$\langle 0, {1, 4} \rangle$</th>
<th>$\langle 0, {2, 7} \rangle$</th>
<th>$\langle 0, {3} \rangle$</th>
<th>$\langle 0, {6} \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e$</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\mathfrak{K}^C$</th>
<th>$\langle 0, {6} \rangle$</th>
<th>$\langle 0, {1, 4} \rangle$</th>
<th>$\langle 0, {3} \rangle$</th>
<th>$\langle 1, {2, 7} \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e$</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Example 3.9. Consider $\mathfrak{K}$ and $\mathfrak{K}^I$ from Table 1. Then, the clarified $R$-context which results from $\mathfrak{K}^I$ is depicted in Table 2. Notice that only original attributes that have been put together are $\langle 1, \{2\} \rangle$ and $\langle 0, \{7\} \rangle$. Since the flags are added, the flag of the resulting attribute $\langle 1, \{2, 7\} \rangle$ is equal to 1. Flags of the other attributes remain zero.

Remark 3.10. Notice that in our approach, we do not consider clarification of objects, i.e., $\mathfrak{K}^C$ may contain several objects having the same attributes. Clarification of objects is not used in the subsequent algorithm because in our approach it would not reduce the number of concepts computed multiple times and is therefore omitted.

3.3. Attribute Sorting

The algorithm described in Section 4 relies on attribute sorting. In particular, for each $R$-context $\mathfrak{K}^I = (X^I, Y^I, I^C)$, we consider a partial order $\leq^I$ on $Y^I$ such that for any $y_1, y_2 \in Y^I$, $y_1 \leq^I y_2$ implies $|\{y_1\}|_I \leq^I |\{y_2\}|_I$. In general, $\leq^I$ is not a linear order (not even in the case of clarified $R$-contexts) but it can be extended to a linear order by a well-known procedure of topological sorting.

In next sections, we do not use $\leq^I$ directly. Instead, we assume that we have a bijective map which assigns to each attribute from $Y^I$ its numerical index which represents a position in an ordered list of attributes which are sorted according to (a linear extension of) $\leq^I$. In a more detail, for any $R$-context $\mathfrak{K}^I = (X^I, Y^I, I^C)$ we consider a bijective map $f : Y^I \rightarrow \{0, \ldots, |Y^I| - 1\}$ such that, for any $y_1, y_2 \in Y^I$,

$$\text{if } f(y_1) \leq f(y_2), \text{ then } |\{y_1\}|_I \leq |\{y_2\}|_I.$$  \hfill (4)
The inverse $f^{-1}$ of $f$ is a map which assigns to each index $j \in \{0, \ldots, |Y| - 1\}$ the corresponding attribute $f^{-1}(j) \in Y$.

**Example 3.11.** Any $R$-context can be depicted with attributes sorted according to $f$. That is, if $f(y_1) < f(y_2)$, then $y_1$ is depicted before $y_2$. Table 2 (right) shows the results if we apply this idea to the $R$-context $\mathbb{K}^I$ from Table 2 (left). Note that in this particular case, there are two ways to define $f$ since attributes $\{0, \{1, 4\}\}$ and $\{0, \{3\}\}$ have the same support. In such situations, we always consider an arbitrary (but fixed) $f$ for the same $R$-context.

**Remark 3.12.** In [13], we have investigated the influence of attribute sorting for the CbO family of algorithms. From this point of view, we have considered the same ordering of attributes according to their support. An important distinguishing feature of the present approach is that we do not consider single $\leq$ (i.e., a single $f$) during the computation. Instead, during the computation, we successively reduce the initial $R$-context and after each reduction, we determine new $f$ which applies to the reduced $R$-context.

### 3.4. Context Reduction

We now describe a particular reduction operation on $R$-contexts which utilizes operations on $R$-contexts defined in previous sections. The algorithm described in Section 4 uses this operation directly to reduce the problem of computing formal concepts of an $R$-context to the problem of computing formal concepts of several smaller $R$-contexts. From this point of view, the proposed algorithm follows the usual *divide et impera* scheme of decomposing an instance of a problem into several instances of the same problem of smaller sizes which in turn leads to a concise implementation of the algorithm by a recursive procedure.

The input for reduction is a clarified $R$-context $\mathbb{K}^2 = \langle X^2, Y^2, I^2 \rangle$ and a formal concept $\langle C, D \rangle$ in $\mathbb{K}^2$ whose intent is nonempty, i.e. $D \neq \emptyset$. For $\mathbb{K}^2$, we assume that we are given a bijective map satisfying (4) which determines the order of attributes in $\mathbb{K}^2$. Since $D$ is nonempty, we can denote by $\min(D)$ the least attribute from $D$ with respect to the order given by $f$, i.e., $\min(D) \in D$ such that $f(\min(D)) \leq f(y)$ for all $y \in D$. Using this notation, we define the following notion:

**Definition 3.13.** For any $R$-context $\mathbb{K}^2 = \langle X^2, Y^2, I^2 \rangle$, $C \subseteq X^2$, $\emptyset \neq D \subseteq Y^2$ such that $C^\uparrow_{\mathbb{K}^2} = D$ and $D^\downarrow_{\mathbb{K}^2} = C$, we define $X^{\mathbb{K}^2}$, $Y^{\mathbb{K}^2}$, and $I^{\mathbb{K}^2}$ as follows:

1. $X^{\mathbb{K}^2} = C$;
2. $Y^{\mathbb{K}^2} = \{\text{Attr}(y) \mid y \in Y^2 \text{ and } y \notin D\}$, where $\text{Attr}(y) \in \mathbb{N}_0 \times 2^Y$ is defined by
   
   $$\text{Attr}(\langle n, B \rangle) = \begin{cases} \langle |B|, B \rangle, & \text{if } n = 0 \text{ and } f(\langle n, B \rangle) < f(\min(D)), \\ \langle n, B \rangle, & \text{otherwise,} \end{cases}$$
   \hspace{1cm} (5)

   for any $\langle n, B \rangle \in Y^2$;
3. $I^{\mathbb{K}^2} = \{ \langle x, \langle n, B \rangle \rangle \in X^{\mathbb{K}^2} \times Y^{\mathbb{K}^2} \mid$ there is $n' \leq n$ such that $\langle x, \langle n', B \rangle \rangle \in I^2 \}$.

**Remark 3.14.** One can easily see that $\mathbb{K}^{\mathbb{K}^2} = \langle X^{\mathbb{K}^2}, Y^{\mathbb{K}^2}, I^{\mathbb{K}^2} \rangle$ as defined in Definition 3.13 is an $R$-context with objects taken from $C$, attributes being derived from attributes in $Y^2$ which are not present in $D$. Note
that for each \( \langle n, B \rangle \in Y^\sharp \) which is not in \( D \), \( Y^\sharp \) contains an attribute \( \langle n', B \rangle \in Y^\sharp \), where \( n' \) is a new flag. The value of the flag is either the same if \( f(\langle n, B \rangle) \) is greater or equal to \( f(\min(D)) \) or the flag is equal to the size of \( B \). In other words, if \( \langle n, B \rangle \) is behind \( \min(D) \) in terms of the order of attributes, the flag is not updated. The most important part of the flag update is that an attribute \( \langle 0, B \rangle \in Y^\sharp \) will be given a nonzero flag in \( Y^R \) if it is not in \( D \) and if it stays before \( \min(D) \) in terms of the order of attributes.

In general, \( K^\sharp = \langle X^\sharp, Y^\sharp, I^\sharp \rangle \) can contain two or more indistinguishable attributes (equal columns in the corresponding data table), i.e., \( K^\sharp \) may not be clarified in sense of Definition 3.6. The algorithm described in the next section relies on reduction and clarification of \( R \)-contexts, we therefore introduce the following notation:

**Definition 3.15.** If \( K^\sharp \) results from \( K^\sharp \) using \( C \) and \( D \) in sense of Definition 3.13 and if \( K^\square \) is a clarification of \( K^\sharp \) in sense of Definition 3.6, then \( K^\square \) will be denoted by \( \text{REDUCE}(K^\sharp, C, D) \). ■

<table>
<thead>
<tr>
<th>( K^\sharp_1 )</th>
<th>( (1, {6}) )</th>
<th>( Y^\sharp )</th>
<th>( {0, {3}} )</th>
<th>( {1, {2, 7}} )</th>
<th>( \text{REDUCE}(K^\sharp, C, D) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td>( \times )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( e )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( K^\sharp_2 )</th>
<th>( {0, {3}} )</th>
<th>( {2, {6, 7}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td>( \times )</td>
<td></td>
</tr>
<tr>
<td>( e )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( K^\square )</th>
<th>( {2, {6, 7}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td></td>
</tr>
<tr>
<td>( e )</td>
<td></td>
</tr>
</tbody>
</table>

**Example 3.16.** Consider \( R \)-context from Table 2 (right). For \( C = \{d, e\} \), and \( D = \{\langle 0, \{1, 4\}\rangle\} \), the \( R \)-context \( K^\sharp \) specified in Definition 3.13 is depicted in Table 3 (left). Notice that during the reduction, attribute \( \langle 1, \{6\}\rangle \) was given a nonzero flag since its position according to \( f \) was before that of attribute \( \langle 0, \{1, 4\}\rangle \) in the original \( R \)-context. Table 3 (middle) represents a clarified version of \( K^\sharp \) with attributes sorted according to their supports. Hence, the middle table represents the result of \( \text{REDUCE} \). Table 3 (right) is a concise representation of the same \( R \)-context in which columns corresponding to attributes with nonzero flags are highlighted as gray (the descriptions of attributes then contain just sets of original attributes, the numerical flags are omitted).

## 4. Algorithm

In this section, we describe the proposed algorithm for computing formal concepts. The main part of the algorithm is a recursive procedure \( \text{COMPUTE} \) from Algorithm 1. The procedure accepts as its argument a clarified \( R \)-context and during the computation it calls an auxiliary procedure \( \text{CLOSURE} \) from Algorithm 2.

When invoked with \( K^\sharp \), procedure \( \text{COMPUTE} \) proceeds as follows. First, it stores a tuple which consists of the set of objects \( X^\sharp \) and \( \text{INT}(K^\sharp, Y) \), where

\[
\text{INT}(K^\sharp, Y) = Y \setminus \lfloor Y^\sharp \rfloor.
\]  

(6)

Recall that \( \lfloor \cdot \cdot \cdot \rfloor \) is defined by (1). Thus, \( \text{INT}(K^\sharp, Y) = Y \setminus \bigcup \{B \subseteq Y \mid \langle n, B \rangle \in Y^\sharp\} \). Then, the procedure goes over all attributes in \( Y^\sharp \) with zero flags (see lines 2 and 3 of Algorithm 1). For each such
Algorithm 1: Procedure COMPUTE(K♯)

store ⟨X♯, INT(K♯, Y)⟩;
for ⟨n, B⟩ ∈ Y♯ do
  if n = 0 then
    set ⟨C, D⟩ to CLOSURE(K♯, ⟨n, B⟩);
    if ∑ {n ∈ N₀ | ⟨n, B⟩ ∈ D} = 0 then
      COMPUTE(REDUCE(K♯, C, D));
  end
end
return

Algorithm 2: Procedure CLOSURE(K♯, ⟨n, B⟩)

C = {x ∈ X♯ | ⟨x, ⟨n, B⟩⟩ ∈ I♯};
D = {y ∈ Y♯ | f(⟨n, B⟩) ≤ f(y)};
for x ∈ C do
  for y ∈ D do
    if ⟨x, y⟩ ∉ I♯ then
      remove y from D;
  end
end
return ⟨C, D⟩

attribute ⟨n, B⟩, the procedure invokes CLOSURE and the result of invocation is stored in ⟨C, D⟩. An easy inspection of the pseudocode in Algorithm 2 shows that the result of calling CLOSURE(K♯, ⟨n, B⟩) is a formal concept in K♯ generated by attribute ⟨n, B⟩, i.e., C = {⟨n, B⟩}↓K♯ and D = C↑K♯. Notice that Algorithm 2 utilizes attribute sorting together with the fact that K♯ is clarified. In that case, all attributes which belong to D must have their indices strictly greater than or equal to f(⟨n, B⟩). This observation has already been made in [13].

Next step of Algorithm 1 is a canonicity test which succeeds iff all flags in D (computed in the previous step) are zero, see line 5. In the case of success, COMPUTE invokes itself with reduced (and clarified) formal context which results from K♯, see line 6. Otherwise, the algorithm continues with another attribute. When all attributes are processed, the invocation of COMPUTE for K♯ is left.

For input formal context K = ⟨X, Y, I⟩, the first invocation of COMPUTE can be described by the following consecutive steps:

1. take an initial R-context K♯ = ⟨X♯, Y♯, I♯⟩ derived from K;
2. determine a clarified R-context K∁ = ⟨X∁, Y∁, I∁⟩ which results from K♯;
3. if |{⟨n, B⟩}↓K∁| < |X∁| for all ⟨n, B⟩ ∈ Y∁ then call COMPUTE(K∁).
4. if there is \( \langle n, B \rangle \in Y^C \) such that \( |\{\langle n, B \rangle\}| = |X^C| \), then call \texttt{COMPUTE}(K*), where
\[
K^* = \langle X^*, Y^*, I^* \rangle \quad \text{with} \quad X^* = X^C, \quad Y^* = Y^C \setminus \{\langle n, B \rangle\}, \quad \text{and} \quad I^* = I^C \cap (X^* \times Y^*).
\]
In other words, \( K \) is transformed into an \( R \)-context and clarified. If the resulting \( R \)-context contains an attribute shared by all objects (notice that since it is clarified, such an attribute is at most one), it is removed from the \( R \)-context. Then, \texttt{COMPUTE} is invoked with such \( R \)-context as an input. In Section 6, we shall prove that the algorithm is sound, i.e., with input data of this form, it stores all formal concepts, each of them exactly once.

**Remark 4.1.** Notice that the canonicity test is expressed using a sum, see line 5 of Algorithm 1. One can easily see that we might as well use “logical or” provided that all flags are assigned values 0 and 1, only. This can be achieved by slight modifications of \( \text{Attr}(\langle n, B \rangle) \) which appears in Definition 3.13 and \( Y^C \) defined in Definition 3.6. Indeed, the numerical value of the flag is not as important for the algorithm. The important fact is whether at least one of the attributes in intent \( D \) has nonzero flag, see Algorithm 1.

<table>
<thead>
<tr>
<th>( K )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( b )</td>
<td>×</td>
<td>×</td>
<td></td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( c )</td>
<td>×</td>
<td></td>
<td>×</td>
<td></td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>( d )</td>
<td>×</td>
<td></td>
<td></td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
</tbody>
</table>

**5. Illustrative Example**

Before we investigate properties of Algorithm 1, we show here an illustrative running example in which we demonstrate how \texttt{COMPUTE} behaves for particular input data. This illustration is useful for getting first (informal) insight into the algorithm. Consider an input formal context \( K = \langle X, Y, I \rangle \) with objects \( X = \{a, b, c, d\} \), attributes \( Y = \{0, 1, 2, 3, 4, 5\} \), and \( I \subseteq X \times Y \) as in Table 4. One can check that \( K \) has 11 formal concepts, namely:

\[
\begin{align*}
R_1 &= \langle \{a, b, c, d\}, \emptyset \rangle, & R_5 &= \langle \{d\}, \{0, 2, 4\} \rangle, & R_9 &= \langle \{c\}, \{1, 3, 4\} \rangle, \\
R_2 &= \langle \{b\}, \{0, 1, 5\} \rangle, & R_6 &= \langle \{a, d\}, \{2\} \rangle, & R_{10} &= \langle \{c, d\}, \{4\} \rangle, \\
R_3 &= \langle \emptyset, \{0, 1, 2, 3, 4, 5\} \rangle, & R_7 &= \langle \{a\}, \{1, 2, 3\} \rangle, & R_{11} &= \langle \{a, b, c\}, \{1\} \rangle. \\
R_4 &= \langle \{b, d\}, \{0\} \rangle, & R_8 &= \langle \{a, c\}, \{1, 3\} \rangle, & &
\end{align*}
\]

Algorithm 1 proceeds for \( K \) as follows. First, an initial and clarified \( R \)-context is created, denote it by \( K^2_1 \). Since in \( K \) all attributes are distinct and there is no attribute which is shared by all objects, \( K^2_1 \) is directly passed to \texttt{COMPUTE} as the initial argument. The initial \( R \)-context is depicted in Figure 1 (top).

The execution of \texttt{COMPUTE} proceeds with selecting an attribute from \( Y^C_1 \), computing the closure and reduction \( K^2_2 \), and recursive invocation of \texttt{COMPUTE}:
Figure 1. $R$-contexts produced by Algorithm 1 during computation.

line 1: store $\langle X_1^1, \text{INT}(\mathbb{K}_1^1, Y) \rangle = \langle \{a, b, c, d\}, \emptyset \rangle = R_1$
line 4: set $\langle C_2, D_2 \rangle$ to \text{CLOSURE}(\mathbb{K}_1^2, \langle 0, \{5\} \rangle) = \langle \{b\}, \{\emptyset, \{0\}, \{0\} \rangle, \{0, \{1\} \rangle \}
line 5: success for $\langle C_2, D_2 \rangle = \langle \{b\}, \{\emptyset, \{0\}, \{0\} \rangle, \{0, \{1\} \rangle \}$ because all flags are 0
line 6: call \text{COMPUTE}(\mathbb{K}_1^1) for $\mathbb{K}_2^2 = \text{REDUCE}(\mathbb{K}_1^1, C_2, D_2)$

Notice that in Figure 1, the recursive invocation is depicted by an $R$-context $\mathbb{K}_2^2$ connected with $\mathbb{K}_1^1$ with an edge labeled by $\{5\}$ which is the original set of attributes present in attribute $\langle 0, \{5\} \rangle \in Y_1^2$. Moreover, the computation continues as follows:

line 1: store $\langle X_2^1, \text{INT}(\mathbb{K}_2^2, Y) \rangle = \langle \{b\}, \{0, 1, 5\} \rangle = R_2$
line 4: set $\langle C_3, D_3 \rangle$ to \text{CLOSURE}(\mathbb{K}_2^3, \langle 0, \{2, 3, 4\} \rangle) = \langle \emptyset, \{0, \{2, 3, 4\} \rangle \}
line 5: success for $\langle C_3, D_3 \rangle = \langle \emptyset, \{0, \{2, 3, 4\} \rangle \}$ because all flags are 0
line 6: call \text{COMPUTE}(\mathbb{K}_3^3) for $\mathbb{K}_2^3 = \text{REDUCE}(\mathbb{K}_2^2, C_3, D_3)$
line 1: store $\langle X_3^1, \text{INT}(\mathbb{K}_3^3, Y) \rangle = \langle \emptyset, \{0, 1, 2, 3, 4, 5\} \rangle = R_3$
\text{return from invocation of \text{COMPUTE} for } \mathbb{K}_3^3$
\text{return from invocation of \text{COMPUTE} for } \mathbb{K}_2^3$

Notice that since $\mathbb{K}_3^3$ is a trivial context with empty sets of objects and attributes, the invocation of \text{COMPUTE} has immediately returned after storing $R_3$ because the iteration of the for-loop is trivially done for empty $Y_3$. Next, the computation resumes in the first invocation of \text{COMPUTE} considering next attribute:
line 4: set \((C_4, D_4)\) to \(\text{CLOSEUR}(K_5^4, (0, \{0\})) = (\{b, d\}, \{\{0, \{0\}\}\})\)
line 5: success for \((C_4, D_4) = (\{b, d\}, \{\{0, \{0\}\}\})\) because all flags are 0
line 6: call \(\text{COMPUTE}(K_5^4)\) for \(K_5^4 = \text{REDUCE}(K_5^4, C_4, D_4)\)
  line 1: \(\text{store} \ (X_4^4, \text{INT}(K_5^4, Y)) = (\{b, d\}, \{0\}) = R_4\)
line 4: set \((C_5, D_5)\) to \(\text{CLOSEUR}(K_5^5, (0, \{3\})) = (\emptyset, \{\{0, \{3\}\}, \{1, \{1, 5\}\}, \{0, \{2, 4\}\}\})\)
line 5: failure for \((C_5, D_5) = (\emptyset, \{\{0, \{3\}\}, \{1, \{1, 5\}\}, \{0, \{2, 4\}\}\})\) because \(\{1, \{1, 5\}\} \in D_5\)

At this point, the canonicity test has failed. Therefore, the algorithm does not continue with \((C_5, D_5)\) which in fact determines formal concept \(R_3\) that has been computed and processed before. This is the only point where the canonicity test fails in this example and where a concept is computed more than once. Notice that it is not the case that \(R_3\) is computed as such, the algorithm has computed \((C_5, D_5)\) but anyhow, \((C_5, D_5)\) would normally be used to determine \(R_3\), i.e. we can consider \(R_3\) to be computed twice. In Figure 1 the situation is depicted by a black square node labeled by \(R_3\). After this point, the computation continues as follows (without further comments):

line 4: set \((C_6, D_6)\) to \(\text{CLOSEUR}(K_5^6, (0, \{2\})) = (\{a, d\}, \{\{0, \{2\}\}\})\)
line 5: success for \((C_6, D_6) = (\{a, d\}, \{\{0, \{2\}\}\})\) because all flags are 0
line 6: call \(\text{COMPUTE}(K_5^6)\) for \(K_5^6 = \text{REDUCE}(K_5^6, C_6, D_6)\)
  line 1: \(\text{store} \ (X_6^6, \text{INT}(K_5^6, Y)) = (\{a, d\}, \{2\}) = R_6\)
line 4: set \((C_7, D_7)\) to \(\text{CLOSEUR}(K_5^7, (0, \{1, 3\})) = (\{a\}, \{\{0, \{1, 3\}\}\})\)
line 5: success for \((C_7, D_7) = (\{a\}, \{\{0, \{1, 3\}\}\})\) because all flags are 0
line 6: call \(\text{COMPUTE}(K_5^7)\) for \(K_5^7 = \text{REDUCE}(K_5^7, C_7, D_7)\)
  line 1: \(\text{store} \ (X_7^7, \text{INT}(K_5^7, Y)) = (\{a\}, \{1, 2, 3\}) = R_7\)
  \(\bot\) return from invocation of \(\text{COMPUTE}\) for \(K_5^7\)
line 4: set \((C_8, D_8)\) to \(\text{CLOSEUR}(K_5^8, (0, \{3\})) = (\{a, c\}, \{\{0, \{3\}\}, \{0, \{1\}\}\})\)
line 5: success for \((C_8, D_8) = (\{a, c\}, \{\{0, \{3\}\}, \{0, \{1\}\}\})\) because all flags are 0
line 6: call \(\text{COMPUTE}(K_5^8)\) for \(K_5^8 = \text{REDUCE}(K_5^8, C_8, D_8)\)
  line 1: \(\text{store} \ (X_8^8, \text{INT}(K_5^8, Y)) = (\{a, c\}, \{1, 3\}) = R_8\)
line 4: set \((C_9, D_9)\) to \(\text{CLOSEUR}(K_5^9, (0, \{4\})) = (\{c\}, \{\{0, \{4\}\}\})\)
line 5: success for \((C_9, D_9) = (\{c\}, \{\{0, \{4\}\}\})\) because all flags are 0
line 6: call \(\text{COMPUTE}(K_5^9)\) for \(K_5^9 = \text{REDUCE}(K_5^9, C_9, D_9)\)
  line 1: \(\text{store} \ (X_9^9, \text{INT}(K_5^9, Y)) = (\{c\}, \{1, 3, 4\}) = R_9\)
  \(\bot\) return from invocation of \(\text{COMPUTE}\) for \(K_5^9\)
line 4: set \((C_{10}, D_{10})\) to \(\text{CLOSEUR}(K_5^{10}, (0, \{4\})) = (\{c, d\}, \{\{0, \{4\}\}\})\)
Remark 5.1. It is interesting to compare the presented algorithm with CbO [14, 15, 16] and FCbO [13, 23] in terms of formal concepts which are computed multiple times. In a similar way as in the case of our algorithm, CbO an FCbO are recursively invoked and the computation can therefore be expressed by a corresponding call tree. Figure 2 shows a call tree for both CbO and FCbO applied to input formal context from the example. The bold lines correspond to both CbO and FCbO, the dotted lines correspond only to CbO. The black square nodes labeled by formal concepts represent branches of computation where the concepts are computed but fail the canonicity test. We can see that FCbO computes 7 formal concepts which fail the canonicity test. Thus, several concepts are computed multiple times. Namely, $R_2$ is computed twice, $R_3$ is computed three times, so is $R_5$, and $R_8$ and $R_9$ and both computed twice. Recall that our algorithm computes just a single formal concept twice, so this is an interesting improvement. In the case of CbO, the improvement is even more visible since here the number of computed concepts which fail the canonicity test is 19. Section 7 shows experimental evaluation of average behavior of our algorithm compared to CbO and FCbO using various data sets which shows an interesting tendency that the numbers of formal concepts computed multiple times by the presented algorithm are much smaller.

6. Algorithm Properties and Soundness

In this section, we pay attention to properties of the algorithm and prove its soundness which means that for an input formal context, the algorithm stores each formal concept exactly once. In other words, if a formal concept is calculated several times, the algorithm ensures that it is stored (e.g., printed as an output or stored in an output data structure) at most once; moreover, the algorithm ensures that each formal concept is stored at least once. The two conditions together yield that each formal concept is stored exactly once.

We take the same assumptions as in Section 4. Hence, we assume that $K = (X, Y, I)$ is the input formal context and that COMPUTE is invoked according to the steps described in Section 4.

In order to prove soundness of the algorithm, we first show that each $R$-context which is passed to COMPUTE as an argument during the computation represents a formal context. That is, if one considers line 1 of Algorithm 1, for such an $R$-context, the algorithm stores a couple which is a formal concept in $K$. Notice that one can easily find an $R$-context for which this is not so. Therefore, we introduce the following notion.

line 5: success for $(C_{10}, D_{10}) = (\{c, d\}, \{\{0\}, \{4\}\})$ because all flags are 0

line 6: call COM(E)UTE($\mathbb{K}^{0}_{10}$) for $\mathbb{K}^{0}_{10} = \text{REDUCE}($$\mathbb{K}^{0}_{11}, C_{10}, D_{10}$)

line 1: store $(X^{10}_{10}, \text{INT}(\mathbb{K}^{10}_{11}, Y)) = (\{c, d\}, \{4\}) = R_{10}$

\(\perp\) return from invocation of COMPUTE for $\mathbb{K}^{0}_{10}$

line 4: set $(C_{11}, D_{11})$ to $\text{CLOSE}U\text{R}($$\mathbb{K}^{0}_{11}, (0, \{1\})\)) = $(\{a, b, c\}, \{\{0\}, \{1\}\})$

line 5: success for $(C_{11}, D_{11}) = (\{a, b, c\}, \{\{0\}, \{1\}\})$ because all flags are 0

line 6: call COM(E)UTE($\mathbb{K}^{1}_{11}$) for $\mathbb{K}^{1}_{11} = \text{REDUCE}($$\mathbb{K}^{1}_{11}, C_{11}, D_{11}$)

line 1: store $(X^{11}_{11}, \text{INT}(\mathbb{K}^{11}_{11}, Y)) = (\{a, b, c\}, \{1\}) = R_{11}$

\(\perp\) return from invocation of COMPUTE for $\mathbb{K}^{1}_{11}$
Definition 6.1. Let $\mathbb{K}^2$ be an $R$-context derived from $\mathbb{K}$. We shall say that $\mathbb{K}^2$ is $\mathbb{K}$-representative if $(X^2, \text{INT}(\mathbb{K}^2, Y))$ is a formal concept in $\mathbb{K}$.

The definition captures exactly the property that is needed to store (only) formal concepts. The next assertion shows that the property is preserved during consecutive invocations of $\text{COMPUTE}$.

Lemma 6.2. Let $\mathbb{K}^4$ be a $\mathbb{K}$-representative $R$-context derived from $\mathbb{K}$ and let $(C, D)$ be a formal concept in $\mathbb{K}^4$ with $D \neq \emptyset$. Then, $\text{REDUCE}(\mathbb{K}^4, C, D)$ is $\mathbb{K}$-representative.

Proof:
Denote $\text{REDUCE}(\mathbb{K}^4, C, D)$ by $\mathbb{K}^4$. Since $\mathbb{K}^4$ is $\mathbb{K}$-representative, we have that $(X^4)^{\uparrow \mathbb{K}} = \text{INT}(\mathbb{K}^4, Y)$ and $\text{INT}(\mathbb{K}^4, Y)^{\downarrow \mathbb{K}} = X^4$. Moreover, since $(C, D)$ is assumed to be a formal concept in $\mathbb{K}^4$, we have $C^{\uparrow \mathbb{K}} = D$ and $D^{\downarrow \mathbb{K}} = C$. We now show that $(C, \text{INT}(\mathbb{K}^4, Y) \cup [D])$ is a formal concept in $\mathbb{K}$. Notice that according to Definition 3.13, this would prove that $\mathbb{K}^4$ is $\mathbb{K}$-representative because by Definition 3.13, we have $\text{INT}(\mathbb{K}^4, Y) = \text{INT}(\mathbb{K}^4, Y) \cup [D]$.

Using (2), we get $[D] = [C^{\uparrow \mathbb{K}}] \subseteq C^{\uparrow \mathbb{K}}$. Since $C \subseteq X^4$, we get $\text{INT}(\mathbb{K}^4, Y) = (X^4)^{\uparrow \mathbb{K}} \subseteq C^{\uparrow \mathbb{K}}$. Putting the inclusions together, we get $\text{INT}(\mathbb{K}^4, Y) \cup [D] \subseteq C^{\uparrow \mathbb{K}}$. In order to prove the converse inclusion, it suffices to check that if $y \in C^{\uparrow \mathbb{K}}$ and $y \notin \text{INT}(\mathbb{K}^4, Y)$, then $y \in [D]$. If $y \notin \text{INT}(\mathbb{K}^4, Y)$, there is $(n, B) \in Y^4$ such that $y \in B$. If in addition $y \in C^{\uparrow \mathbb{K}}$, then $(x, y) \in I$ for all $x \in C$. Using Definition 3.1 (iii), $(x, y) \in I$ for all $x \in C$ and all $y \in B$, meaning that $(x, (n, B)) \in I^2$ for all $x \in C$. Hence, $(n, B) \in C^{\uparrow \mathbb{K}} = D$ which yields $y \in B \subseteq [D]$. Altogether, $C^{\uparrow \mathbb{K}} = \text{INT}(\mathbb{K}^4, Y) \cup [D]$. Now, using (3), we get $\text{INT}(\mathbb{K}^4, Y) \cup [D]^{\downarrow \mathbb{K}} = \text{INT}(\mathbb{K}^4, Y)^{\downarrow \mathbb{K}} \cap [D]^{\downarrow \mathbb{K}} = X^4 \cap [D]^{\downarrow \mathbb{K}} = D^{\downarrow \mathbb{K}} = C$.

Corollary 6.3. All tuples stored during invocations of $\text{COMPUTE}$ are formal concepts in $\mathbb{K}$.
The proof is obvious. Indeed, by induction and using Lemma 6.2, one can check that each $R$-context that is passed to \textsc{Compute} is $K$-representative. 

Notice that now it becomes apparent why we have removed an attribute shared by all objects from the clarified initial $R$-context (see step 4 described in Section 4). Otherwise, the argument for the first invocation of \textsc{Compute} would not be $K$-representative, meaning that \textsc{Compute} would store a pair which is not a formal concept (the attribute shared by all objects would not be present in intent of the first stored pair).

The following assertion shows that Algorithm 1 provides a complete search for formal concepts, i.e., each formal concept is stored at least once.

**Lemma 6.4.** During the invocations of \textsc{Compute}, each formal concept in $K$ is stored at least once.

**Proof:**
For brevity, we denote by $K^i_1 < K^i_2$ the fact that if \textsc{Compute} is invoked with $K^i_1$, then during its invocation, it invokes itself with $K^i_2$. Therefore, $K^i_2$ is equal to \textsc{Reduce}($K^i_3$, $C$, $D$) for some $C$ and $D$.

Take formal concept $⟨E, F⟩$ in $K$. We prove that there is a sequence $K^i_1 < ⋯ < K^i_n$ of $K$-representative $R$-contexts derived from $K$ such that $X^i_n = E$ and $K^i_1$ is the argument of the first invocation of \textsc{Compute}. This would prove that formal concept $⟨E, F⟩$ will be stored by \textsc{Compute} invoked with $K^i_n$.

We construct the sequence as follows. The first element $K^i_1$ is determined uniquely. Assume that we have constructed first $i$ elements of the sequence and for $K^i_i$ we have that if $⟨n, B⟩ ∈ \mathcal{Y}^i_1$ and $B ⊆ F$, then $n = 0$. Observe that this property holds for $K^i_1$ trivially since the flags of all attributes in $\mathcal{Y}^i_1$ are all zero. If $X^i_1 = E$, we are done. Otherwise, we show that we can choose a $K$-representative $R$-context $K^i_{i+1}$ derived from $K$ such that $K^i_i < K^i_{i+1}$ for which we have that if $⟨n, B⟩ ∈ \mathcal{Y}^i_{i+1}$ and $B ⊆ F$, then $n = 0$. Thus, if $X^i_1 ⊇ E$, then $|Y^i_1| ∩ F ≠ ∅$ because $K^i_1$ is $K$-representative. Thus, we can take $⟨n, B⟩ ∈ \mathcal{Y}^i_1$ such that $B ∩ F ≠ ∅$ and $f(⟨n, B⟩) ≤ f(⟨n′, B′⟩)$ is true for all $⟨n′, B′⟩ ∈ \mathcal{Y}^i_1$ satisfying $B′ ∩ F ≠ ∅$. Recall that $f$ is the bijective map which determines the order (i.e., the indices) of attributes in $\mathcal{X}^i_1$.

Moreover, $B ∩ F ≠ ∅$ yields there is $y ∈ B$ such that $y ∈ E^{\uparrow_1}$. Hence, $y ∈ [E^{\uparrow_1}]$ which in turn means that $B ⊆ [E^{\uparrow_1}]$ because all attributes from $B$ are indistinguishable on objects from $E ⊆ X^i_1$. Therefore, $B ⊆ [E^{\uparrow_1}] ⊆ F$. Since $B ⊆ F$ and $⟨n, B⟩ ∈ \mathcal{Y}^i_1$, we have by assumption $n = 0$. Hence, for attribute $⟨n, B⟩$, Algorithm 1 can proceed to line 4. Let $⟨C, D⟩$ be defined by $C = \{⟨n, B⟩\}^{\uparrow_1}$ and $D = C^{\uparrow_1}$ which corresponds to calling \textsc{Closure} with $K^i_1$ and $⟨n, B⟩$ as its arguments. We now check that the canonicity test succeeds. If $⟨n′, B′⟩ ∈ D$, then clearly $B′ ⊆ F$ because $B ⊆ F$ and $⟨x, ⟨n′, B′⟩⟩ ∈ I^i_1$ holds for any $x ∈ X^i_1$ such that $⟨x, ⟨n, B⟩⟩ ∈ I^i_1$. Hence, using the assumption, it follows that $n′ = 0$. Thus, all flags of attributes from $D$ are zero, i.e., the canonicity test succeeds. As a consequence, we can put $K^i_{i+1} = \textsc{Reduce}(K^i_1, C, D)$ and we have $K^i_1 < K^i_{i+1}$. Moreover, Lemma 6.2 yields that $K^i_{i+1}$ is $K$-representative.
It remains to show that $\mathcal{K}_i^{\sharp} n_{i+1}$ satisfies the property that if $\langle n, B \rangle \in Y_{i+1}^2$ and $B \subseteq F$, then $n = 0$. Take any $(n, B) \in Y_{i+1}^2$ such that $B \subseteq F$. Since $\mathcal{K}_i^{\sharp} n_{i+1}$ results by reduction and clarification, there are $(n_j, B_j) \in Y_i^2 (j \in J)$ such that $B = \bigcup_{j \in J} B_j$. We have $B_j \subseteq F (j \in J)$, i.e., $n_j = 0$. Since $\mathcal{K}_i^{\sharp} n_{i+1} = \text{REDUCE}(\mathcal{K}_i^{\sharp}, C, D)$ for $C = \{\langle n, B \rangle\} \cup x_i^2$ where $(n, B)$ was chosen with the least possible index according to $f$, during the reduction, no attribute $(n_j, B_j)$ was given a nonzero flag. During the subsequent clarification, some of the attributes $(n_j, B_j)$ can be merged together with other attributes with zero flags but they cannot be merged with attributes with nonzero flags (otherwise, it would contradict the fact that $(E, F)$ is a formal concept). Therefore, $n = \sum_{j \in J} n_j = 0$, proving the property for $\mathcal{K}_i^{\sharp} n_{i+1}$.

In order to finish the proof, observe that the sequence can be extended only finitely many times and for $\mathcal{K}_i^{\sharp} n_{i+1} < \mathcal{K}_i^{\sharp} n_{i+1}$, we have $X_i^1 \supset X_{i+1}^2 \supset E$. Hence, after finitely many steps, we obtain $\mathcal{K}_i^{\sharp} n$ with $E = X_n^2$ and thus $F = \text{INT}(\mathcal{K}_n^{\sharp}, Y)$ since $\mathcal{K}_n^{\sharp}$ if $\mathcal{K}$-representative. □

**Theorem 6.5. (soundness of Algorithm 1)**

During the invocations of COMPUTE, each formal concept in $\mathcal{K}$ is stored exactly once.

**Proof:**

Using Lemma 6.4, each formal concept in $\mathcal{K}$ is stored at least once. Thus, it suffices to prove that each of them is stored at most once. We prove this by showing uniqueness of sequences constructed in the proof of Lemma 6.4. Inspecting the proof of Lemma 6.4, one can see that $\mathcal{K}_i^{\sharp} n_{i+1}$ is determined from $\mathcal{K}_i^{\sharp}$ by reduction which uses a formal concept in $\mathcal{K}_i^{\sharp}$ generated by the least possible attribute $\langle n, B \rangle \in Y_i^2$ such that $B \subseteq F$. If we would have chosen other attribute $\langle n', B' \rangle \in Y_i^2$ such that $B' \subseteq F$ instead of $\langle n, B \rangle$, then $\mathcal{K}_i^{\sharp} n_{i+1} = \text{REDUCE}(\mathcal{K}_i^{\sharp}, C, D)$ for $C = \{\langle n', B' \rangle\} \cup x_i^2$ and $D = C^\dagger x_i^2$ would contain an attribute $\langle n'', B'' \rangle$ such that $B'' \cap F \neq \emptyset$, $B \subseteq B''$, and $n'' > 0$. The attribute $\langle n'', B'' \rangle$ would remain in any $R$-context (either directly or being merged with other attributes) that would further extend the sequence. This follows from the fact that once an attribute has a nonzero flag, it is not removed by any reduction from an $R$-context (it can be merged together with other attributes during clarification but the nonzero flag remains). Thus, the selection of $\langle n', B' \rangle \in Y_i^2$ would cause that the sequence $\mathcal{K}_i^{\dagger} < \cdots < \mathcal{K}_i^{\dagger} n_{i+1}$ cannot be extended to a sequence where the last element is an $R$-context $\mathcal{K}_n^{\dagger}$ with $X_n^2 = E$, meaning that $(E, F)$ would not be stored. Altogether, we have shown that for any formal concept the sequence constructed in the proof of Lemma 6.4 is uniquely given. □

7. Complexity and Efficiency Issues

In this section, we inspect worst-case complexity of Algorithm 1 and the underlying operations and present experimental evaluation of its performance compared to other algorithms from the CbO family.

The asymptotic worst-case time complexity of Algorithm 1 is the same as in the case of CbO and FChO, i.e., $O(|B(X, Y, I)| \cdot |X| \cdot |Y|^2)$. Indeed, for each formal concept, i.e., for each invocation of COMPUTE, one has to determine the reduced and clarified context which is the argument passed to COMPUTE. This can be done as follows: first, one sorts all attributes in an $R$-context according to their support. If the support of two different attributes is the same, the attributes can be additionally sorted lexicographically according to sets of objects having those attributes. This can be done in $O(|X| \cdot |Y| \cdot \log |Y|)$ time. Then, attributes that need to be grouped together during clarification can be identified in a single pass through
the set of attributes and the sets of objects having the attributes, i.e. in $O(|X| \cdot |Y|)$ time. Altogether, the $R$-context is determined in $O(|X| \cdot |Y| \cdot \log |Y|)$ time. Then, Algorithm 1 proceeds as in CbO, i.e., for each attribute, it computes a new closure in $O(|X| \cdot |Y|)$ time and performs the canonicity test in $O(|Y|)$ time. Thus, a single invocation of COMPUTE is done in $O(|X| \cdot |Y| \cdot \log |Y|)$ time, showing that the asymptotic worst-case time complexity of the algorithm is $O(B(X,Y,I) \cdot |X| \cdot |Y|^2)$. In the case of time delay [10], Algorithm 1 has the same polynomial time delay $O(|Y|^3 \cdot |X|)$ as CbO, cf. [17]. The argument remains the same as in the case of CbO.

In order to show the performance of the algorithm compared to other algorithms from the CbO family, we present a set of experiments involving both real-world and artificial datasets and comparison with similar algorithms. All the experiments focus on the total number of computed closures since it is a feature significantly affecting performance of all the algorithms in the CbO family. Table 5 shows counts of closures computed while processing real-world datasets using the CbO, FCbO, and Algorithm 1. Note that the table contains two rows for results of both FCbO and CbO. The rows labeled “ordered” present efficiency of the algorithms if the additional preprocessing step of ordering attributes of input data table according to their support is applied, cf. [13].

From Table 5 it follows that the new algorithm needs to compute considerably less closures than the other algorithms. It seems that this is a general tendency. The tendency is further illustrated by Table 6 and Table 7 containing average counts of computed closures while processing a set of 1,000 artificial data tables. For this experiment we have considered tables of size $50 \times 50$, where density of 1s is 10% and 33%, respectively, and 1s are distributed approximately normally among attributes.

### Table 5. Number of closures computed by selected algorithms from CbO family

<table>
<thead>
<tr>
<th>size</th>
<th>debian tags</th>
<th>anon. web</th>
<th>mushroom</th>
<th>tic-tac-toe</th>
</tr>
</thead>
<tbody>
<tr>
<td>density</td>
<td>14,315 × 475</td>
<td>32,710 × 295</td>
<td>8,124 × 119</td>
<td>958 × 29</td>
</tr>
<tr>
<td></td>
<td>&lt; 1 %</td>
<td>1 %</td>
<td>19 %</td>
<td>34 %</td>
</tr>
<tr>
<td># concepts</td>
<td>38,977</td>
<td>129,009</td>
<td>238,710</td>
<td>59,505</td>
</tr>
<tr>
<td>Algorithm 1</td>
<td>44,221</td>
<td>135,925</td>
<td>246,181</td>
<td>65,567</td>
</tr>
</tbody>
</table>

### Table 6. Computed closures in datasets of size $50 \times 50$ with 10% density of 1s

<table>
<thead>
<tr>
<th></th>
<th>mean value</th>
<th>standard deviation</th>
<th>median value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CbO</td>
<td>3,359.88</td>
<td>505.51</td>
<td>3294</td>
</tr>
<tr>
<td>CbO (ordered)</td>
<td>1,394.08</td>
<td>78.19</td>
<td>1,395</td>
</tr>
<tr>
<td>FCbO</td>
<td>860.41</td>
<td>49.17</td>
<td>860</td>
</tr>
<tr>
<td>FCbO (ordered)</td>
<td>853.87</td>
<td>47.80</td>
<td>852</td>
</tr>
<tr>
<td>Algorithm 1</td>
<td>240.83</td>
<td>8.34</td>
<td>241</td>
</tr>
<tr>
<td># concepts</td>
<td>227.58</td>
<td>6.79</td>
<td>228</td>
</tr>
</tbody>
</table>
Table 7. Computed closures in datasets of size $50 \times 50$ with 33\% density of 1s

<table>
<thead>
<tr>
<th></th>
<th>mean value</th>
<th>standard deviation</th>
<th>median value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CbO</td>
<td>332,253.55</td>
<td>65,135.75</td>
<td>326,097</td>
</tr>
<tr>
<td>CbO (ordered)</td>
<td>44,074.43</td>
<td>6,345.95</td>
<td>43,975</td>
</tr>
<tr>
<td>FCbO</td>
<td>43,787.87</td>
<td>6,175.53</td>
<td>43,778</td>
</tr>
<tr>
<td>FCbO (ordered)</td>
<td>32,059.09</td>
<td>4,350.26</td>
<td>32,057</td>
</tr>
<tr>
<td>Algorithm 1</td>
<td>25,754.40</td>
<td>3,565.85</td>
<td>25,776</td>
</tr>
<tr>
<td># concepts</td>
<td>24,945.64</td>
<td>3,401.93</td>
<td>24,958</td>
</tr>
</tbody>
</table>

Table 8. Ratios of concepts computed multiple times

<table>
<thead>
<tr>
<th>size</th>
<th>debian tags</th>
<th>anon. web.</th>
<th>mushroom</th>
<th>tic-tac-toe</th>
</tr>
</thead>
<tbody>
<tr>
<td>density</td>
<td>14,315 $\times$ 475</td>
<td>32,710 $\times$ 295</td>
<td>8,124 $\times$ 119</td>
<td>958 $\times$ 29</td>
</tr>
<tr>
<td>Algorithm 1</td>
<td>0.13</td>
<td>0.05</td>
<td>0.03</td>
<td>0.10</td>
</tr>
<tr>
<td>FCbO (ordered)</td>
<td>6.66</td>
<td>2.08</td>
<td>0.25</td>
<td>0.51</td>
</tr>
<tr>
<td>FCbO</td>
<td>16.44</td>
<td>10.43</td>
<td>0.78</td>
<td>1.15</td>
</tr>
<tr>
<td>CbO (ordered)</td>
<td>23.63</td>
<td>5.08</td>
<td>4.53</td>
<td>2.12</td>
</tr>
<tr>
<td>CbO</td>
<td>308.04</td>
<td>215.64</td>
<td>15.78</td>
<td>2.72</td>
</tr>
</tbody>
</table>

Apparently, the new method of computing formal concepts can reduce the total number of computed closures by several orders of magnitude. The factor of improvement depends on many aspects, especially the size of input data. To reduce the influence of this aspect while evaluating algorithms, we use the ratio of concepts computed multiple times (i.e., redundant concepts) to the total number of concepts present in the dataset. Table 8 depicts such ratios for previously discussed real-world datasets. As one can see, the new algorithm while processing mushroom dataset computes only 3\% of concepts multiple times. This strongly contrasts with CbO which computes more than fifteen times more concepts than necessary. Furthermore, in case of large and sparse datasets like anonymous web and debian tags the new algorithm needs to compute only a small fraction of concepts multiple times. This is also a remarkable contrast with the other algorithms since, for instance, CbO computes even hundreds of times more concepts than Algorithm 1.

These tendencies are quite general. For instance, Figure 3 depicts ratios of concepts computed multiple times and their relationship to the number of attributes in the formal context. In this experiment, we have used multiple randomly generated formal contexts having 1,000 objects and various counts of attributes. We have considered data tables with density 5\% and approximately normal distribution of 1s among attributes. Interestingly, it seems that the number of objects has no noticeable impact on the efficiency in terms of concepts computed multiple times as it is shown, e.g., in Figure 4. This figure presents efficiency of algorithms in relationship to the number of objects. In this experiment we have also used artificial datasets and each data table had 100 attributes, various counts of objects, and 1s were distributed approximately normally among attributes with 5\% density. Note that, since CbO (without the preprocessing step) shows a very poor performance, it has been omitted from the chart for the sake of readability.
Figure 3. Ratios of concepts computed multiple times and their relationship to the number of attributes

Figure 4. Ratios of concepts computed multiple times and their relationship to the number of objects
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Abstract. The paper presents a new method of decision tree induction based on formal concept analysis (FCA). The decision tree is derived using a concept lattice, i.e. a hierarchy of clusters provided by FCA. The idea behind is to look at a concept lattice as a collection of overlapping trees. The main purpose of the paper is to explore the possibility of using FCA in the problem of decision tree induction. We present our method and provide comparisons with selected methods of decision tree induction on testing datasets.

1 Introduction

Decision trees and their induction is one of the most important and thoroughly investigated methods of machine learning [4, 13, 15]. There are many existing algorithms proposed for induction of a decision tree from a collection of records described by attribute vectors. A decision tree forms a model which is then used to classify new records. In general, a decision tree is constructed in a top-down fashion, from the root node to leaves. In each node an attribute is chosen under certain criteria and this attribute is used to split the collection of records covered by the node. The nodes are split until the records have the same value of the decision attribute. The critical point of this general approach is thus the selection of the attribute upon which the records are split. The selection of the splitting attribute is the major concern of the research in the area of decision trees.

The classical methods of attribute selection, implemented in well-known algorithms ID3 and C4.5 [13, 14], are based on minimizing the entropy or information gain, i.e. the amount of information represented by the clusters of records covered by nodes created upon the selection of the attribute. In addition to that, instead of just minimizing the number of misclassified records one can minimize
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the misclassification and test costs [9]. Completely different solutions are based on involving other methods of machine learning and data mining to the problem of selection of “splitting” attribute. For instance, in [12] the authors use adaptive techniques and computation models to aid a decision tree construction, namely adaptive finite state automata constructing a so-called adaptive decision tree. In our paper, we are going to propose an approach to decision tree induction based on formal concept analysis (FCA), which has been recently utilized in various data mining problems including machine learning via the so-called lattice-based learning techniques. For instance, in [6] authors use FCA in their IGLUE method to select only relevant symbolic (categorical) attributes and transform them to continuous numerical attributes which are better for solving a decision problem by clustering methods (k-nearest neighbor).

FCA produces two kinds of outputs from object-attribute data tables. The first one is called a concept lattice and can be seen as a hierarchically ordered collection of clusters called formal concepts. The second one consists of a non-redundant basis of particular attribute dependencies called attribute implications. A formal concept is a pair of two collections—a collection of objects, called an extent, and a collection of attributes, called an intent. This corresponds to the traditional approach to concepts provided by Port-Royal logic approach.

Formal concepts are denoted by nodes in line diagrams of concept lattices. These nodes represent objects which have common attributes. Nodes in decision trees, too, represent objects which have common attributes. However, one cannot use directly a concept lattice (without the least element) as a decision tree, just because the concept lattice is not a tree in general. See [2] and [1] for results on containment of trees in concept lattices. Moreover, FCA does not distinguish between input and decision attributes. Nevertheless, a concept lattice (without the least element) can be seen as a collection of overlapping trees. Then, a construction of a decision tree can be viewed as a selection of one of these trees. This is the approach we will be interested in in the present paper.

The reminder of the paper is organized as follows. The next section contains preliminaries from decision trees and formal concept analysis. In Section 3 we present our approach of decision tree induction based on FCA. The description of the algorithm is accompanied with an illustrative example. The results of some basic comparative experiments are summarized in Section 4. Finally, Section 5 concludes and outlines several topics of future research.

2 Preliminaries

2.1 Decision trees

A decision tree can be seen as a tree representation of a finitely-valued function over finitely-valued attributes. The function is partially described by assignment of class labels to input vectors of values of input attributes. Such an assignment is usually represented by a table with rows (records) containing values of input attributes and the corresponding class labels. The main goal is to construct a decision tree which represents a function described partially by such a table and,
at the same time, provides the best classification for unseen data (i.e. generalises sufficiently).

Each inner node of a corresponding decision tree is labeled by an attribute, called a decision attribute for this node, and represents a test regarding the values of the attribute. According to the result of the test, records are split into \( n \) classes which correspond to \( n \) possible outcomes of the test. In the basic setting, the outcomes are represented by the values of the splitting attribute. Leaves of the tree cover the collection of records which all have the same function value (class label). For example, the decision trees in Fig. 1 (right) both represent the function \( f : A \times B \times C \rightarrow D \) depicted in Fig. 1 (left). This way, a decision tree serves as a model approximating the function partially described by the input data.

<table>
<thead>
<tr>
<th>( A )</th>
<th>( B )</th>
<th>( C )</th>
<th>( f(A, B, C) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>good</td>
<td>yes</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>good</td>
<td>no</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>bad</td>
<td>no</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>good</td>
<td>no</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>bad</td>
<td>yes</td>
<td>true</td>
<td>yes</td>
</tr>
</tbody>
</table>

![Fig. 1. Two decision trees representing example function \( f \)](image)

A decision tree induction problem is the problem of devising a decision tree which approximates well an unknown function described partially by a relatively few records in the table. These records are usually split to two subsets called a training and testing dataset. The training dataset serves as a basis of data from which the decision tree is being induced. The testing dataset is used to evaluate the performance of the decision tree induced by the training dataset.

A vast majority of decision tree induction algorithms uses a strategy of recursive splitting of the collection of records based on selection of decision attributes. This means that the algorithms build the tree from the root to leaves, i.e. in top-down manner. The problem of local optimization is solved in every inner node. Particular algorithms differ by the method solving the optimization problem, i.e. the method of selection of the best attribute to split the records. Traditional criteria of selection of decision attributes are based on entropy, information gain [13] or statistical methods such as \( \chi \)-square test [10]. The aim is to induce the smallest possible tree (in the number of nodes) which correctly decides training records. The preference of smaller trees follows directly from the Occam’s Razor principle according to which the best solution from equally satisfactory ones is the simplest one.

The second problem, which is common to all machine learning methods with a teacher (methods of supervised learning), is the overfitting problem. Overfitting occurs when a model induced from training data behaves well on training data but does not behave well on testing data. A common solution to the overfitting problem used in decision trees is pruning. With pruning, some parts of the
decision tree are omitted. This can either be done during the tree induction process and stop or prevent splitting nodes in some branches before reaching leaves, or after the induction of the complete tree by “post-pruning” some leaves or whole branches. The first way is accomplished by some online heuristics of classification “sufficiency” of the node. For the second way, evaluation of the ability of the tree to classify testing data is used. The simplest criterion for pruning is based on the majority of presence of one function value of records covered by the node.

2.2 Formal concept analysis

In what follows, we summarize basic notions of FCA. An object-attribute data table describing which objects have which attributes can be identified with a triplet $(X, Y, I)$ where $X$ is a non-empty set (of objects), $Y$ is a non-empty set (of attributes), and $I \subseteq X \times Y$ an (object-attribute) relation. Objects and attributes correspond to table rows and columns, respectively, and $(x, y) \in I$ indicates that object $x$ has attribute $y$ (table entry corresponding to row $x$ and column $y$ contains $\times$; if $(x, y) \notin I$ the table entry contains blank symbol). In the terminology of FCA, a triplet $(X, Y, I)$ is called a formal context. For each $A \subseteq X$ and $B \subseteq Y$ denote by $A^\uparrow$ a subset of $Y$ and by $B^\downarrow$ a subset of $X$ defined by

$$A^\uparrow = \{ y \in Y \mid \text{for each } x \in A : (x, y) \in I \},$$

$$B^\downarrow = \{ x \in X \mid \text{for each } y \in B : (x, y) \in I \}.$$

That is, $A^\uparrow$ is the set of all attributes from $Y$ shared by all objects from $A$ (and similarly for $B^\downarrow$). A formal concept in $(X, Y, I)$ is a pair $(A, B)$ of $A \subseteq X$ and $B \subseteq Y$ satisfying $A^\uparrow = B$ and $B^\downarrow = A$. That is, a formal concept consists of a set $A$ (so-called extent) of objects which fall under the concept and a set $B$ (so-called intent) of attributes which fall under the concept such that $A$ is the set of all objects sharing all attributes from $B$ and, conversely, $B$ is the collection of all attributes from $Y$ shared by all objects from $A$. Alternatively, formal concepts can be defined as maximal rectangles of $(X, Y, I)$ which are full of ‘$\times$’s: For $A \subseteq X$ and $B \subseteq Y$, $(A, B)$ is a formal concept in $(X, Y, I)$ iff $A \times B \subseteq I$ and there is no $A' \supset A$ or $B' \supset B$ such that $A' \times B \subseteq I$ or $A \times B' \subseteq I$.

A set $\mathcal{B}(X, Y, I) = \{ (A, B) \mid A^\uparrow = B, B^\downarrow = A \}$ of all formal concepts in data $(X, Y, I)$ can be equipped with a partial order $\leq$ (modeling the subconcept-supercorcept hierarchy, e.g. dog $\leq$ mammal) defined by

$$\langle A_1, B_1 \rangle \leq \langle A_2, B_2 \rangle \text{ iff } A_1 \subseteq A_2 \text{ (iff } B_2 \subseteq B_1).$$

(1)

Note that $\uparrow$ and $\downarrow$ form a so-called Galois connection [5] and that $\mathcal{B}(X, Y, I)$ is in fact a set of all fixed points of $\uparrow$ and $\downarrow$. Under $\leq$, $\mathcal{B}(X, Y, I)$ happens to be a complete lattice, called a concept lattice of $(X, Y, I)$, the basic structure of which is described by the so-called main theorem of concept lattices [5].

For a detailed information on formal concept analysis we refer to [3, 5] where a reader can find theoretical foundations, methods and algorithms, and applications in various areas.
3 Decision tree induction based on FCA

As mentioned above, a concept lattice without the least element can be seen as a collection of overlapping trees. The induction of a decision tree can be viewed as a selection of one of the overlapping trees. The question is: which tree do we select?

Transformation of input data Before coming to this question in detail, we need to address a particular problem concerning input data. Input data to decision tree induction contains various type of attributes, including yes/no (logical) attributes, categorical (nominal) attributes, ordinal attributes, numerical attributes, etc. On the other hand, Input data to FCA consists of yes/no attributes. Transformation of general attributes to logical attributes is known as conceptual scaling, see [5]. For the sake of simplicity, we consider input data with categorical attributes in our paper and their transformation (scaling) to logical attributes. Decision attributes (class labels) are usually categorical. Note that we need not transform the decision attributes since we do not use them for the concept lattice building step.

<table>
<thead>
<tr>
<th>Name</th>
<th>body temp.</th>
<th>gives birth</th>
<th>fourlegged</th>
<th>hibernates</th>
<th>mammal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>warm</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>bat</td>
<td>warm</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>cold</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>eagle</td>
<td>warm</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>guppy</td>
<td>cold</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>bt cold</th>
<th>bt warm</th>
<th>gb no</th>
<th>gb yes</th>
<th>fl no</th>
<th>fl yes</th>
<th>lb no</th>
<th>lb yes</th>
<th>mammal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>yes</td>
</tr>
<tr>
<td>bat</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>no</td>
</tr>
<tr>
<td>eagle</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>no</td>
</tr>
<tr>
<td>guppy</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>no</td>
</tr>
</tbody>
</table>

Fig. 2. Input data table (top) and corresponding data table for FCA (bottom)

Let us present an example used throughout the presentation of our method. Consider the data table with categorical attributes depicted in Fig. 2 (top). The data table contains sample animals described by attributes body temperature, gives birth, fourlegged, hibernates and mammal, with the last attribute being the decision attribute (class label). The corresponding data table for FCA with logical attributes obtained from the original ones in an obvious way is depicted in Fig. 2 (bottom).

Step 1 We can now approach the first step of our method of decision tree induction—building the concept lattice. In fact, we do not build the whole lattice. Recall that smaller (lower) concepts result by adding attributes to greater (higher) concepts and, dually, greater concepts result by adding objects to lower
concepts. We can thus imagine the lower neighbor concepts as refining their parent concept. In a decision tree the nodes cover some collection of records and are split until the covered records have the same value of class label. The same applies to concepts in our approach: we need not split concepts which cover objects having the same value of class label. Thus, we need an algorithm which generates a concept lattice from the greatest concept (which covers all objects) and iteratively generates lower neighbor concepts.

For this purpose, we can conveniently use the essential ideas of Lindig’s NextNeighbor algorithm [8]. NextNeighbor efficiently generates formal concepts together with their subconcept-superconcept hierarchy. Our method, which is a modification of NextNeighbor, differs from the ordinary NextNeighbor in two aspects. First, as mentioned above, we do not compute lower neighbor concepts of a concept which covers objects with the same class label. Second, unlike NextNeighbor, we do not build the ordinary concept hierarchy by means of a covering relation. Instead, we are skipping some concepts in the hierarchy. That is, a lower neighbor concept of a given concept is generated by our method, can in fact be a concept for which there exists an intermediate concept between and . This is accomplished by a simple modification of NextNeighbor algorithm.

**NextNeighbor** The NextNeighbor algorithm builds the concept lattice by iteratively generating the neighbor concepts of a concept , either top-down the lattice by adding new attributes to concept intents or bottom-up by adding new objects to concept extents. We follow the top-down approach. The algorithm is based on the fact that a concept is a neighbor of a given concept if is generated by , i.e. , where and is an attribute such that for all attributes holds that generates the same concept , i.e.

\[
(\text{Next})\text{Neighbors of } \langle A, B \rangle = \{ \langle C, D \rangle \mid D = (B \cup \{ y \})^{\uparrow}, y \in Y - B \text{ such that } (B \cup \{ z \})^{\uparrow} = D \text{ for all } z \in D - B \}.
\]

**Our modification** From the monotony of the (closure) operator forming a formal concept it follows that a concept is not a neighbor of the concept if there exists an attribute such that generates a concept between and . This is what our modification consists in. Namely, we mark as (different) neighbors all concepts generated by for those for which there exists a concept in between, i.e.

\[
(\text{Our})\text{Neighbors of } \langle A, B \rangle = \{ \langle C, D \rangle \mid D = (B \cup \{ y \})^{\uparrow}, y \in Y - B \}.
\]

It is easy to see that our modification does not alter the concept lattice and the overall hierarchy of concepts, cf. NextNeighbor [8]. The reason for this modification is that we have to record as neighbors of a concept all the concepts which are generated by the collection of attributes
B with one additional attribute. In the resulting decision tree the addition of a (logical) attribute to a concept means making a decision on the corresponding categorical attribute in the tree node corresponding to the concept. Due to lack of space we postpone a pseudocode of the algorithm of Step 1 to the full version of the paper. Part of the concept lattice built from data table in Fig. 2 (bottom), with our new neighbor relationships drawn by dashed lines, is depicted in Fig. 3.

Fig. 3. Part of the concept lattice and tree of concepts (solid) of data table in Fig. 2

Step 2 The second step of our method is the selection of a tree of concepts from the part of the concept lattice built in the first step. First, we calculate for each concept \( c = \langle A, B \rangle \) the number \( L_c \) of all of its lower concepts. Note that each lower concept is counted for each different attribute added to the concept \( c \), cf. our modification of concept neighbor relation. For instance, if a concept \( d = \langle C, D \rangle \) is generated from concept \( c \) by adding either attribute \( x \) or attribute \( y \) (i.e. \( D = (B \cup \{x\})^{\uparrow} \) or \( D = (B \cup \{y\})^{\uparrow} \), respectively), the concept \( d \) is counted twice and \( L_c \) is increased by two.

Next, we select a tree of concepts from the part of the concept lattice by iteratively going from the greatest concept (generated by no attributes or, equivalently, by all objects) to minimal concepts. The selection is based on the number \( L_c \) of lower concepts of the currently considered concept \( c \) (recall that \( L_c \) is not the number of lower concepts of \( c \) in common sense, cf. the computation of \( L_c \) above which is due to our modification of concept neighbor relation).

The root node of the tree is always the greatest concept. Then, for each tree node/concept \( c \) we define collections \( N_c^a \) of concepts, which will be candidate collections of children nodes/concepts of \( c \) in the resulting selected tree. \( N_c^a \) is a collection of lower neighbor concepts of \( c \) such that (a) each concept \( d \) in \( N_c^a \) is generated from concept \( c \) by adding a (logical) attribute transformed from the categorical attribute \( a \) (recall that logical attributes stand for values of categorical attributes) and (b) \( N_c^a \) contains the concept \( d \) for every logical attribute transformed from categorical attribute \( a \). There (1) may exist, and
usually exists, more than one such collection \( \mathcal{N}_c^a \) of neighbor concepts of concept 
\( c \), for more that one categorical attribute \( a \), but, on the other side (2) there may 
exist no such collection.

(1) In this case we choose from the several collections \( \mathcal{N}_c^a \) of neighbor concepts 
of concept \( c \) the collection containing a concept \( d \) with the minimal number \( L_d \) 
of its lower concepts. Furthermore, if there is more than one such neighbor 
concept, in different collections, we choose the collection containing the concept 
which covers the maximal number of objects/records. It is important to note 
that this point is the only non-deterministic point in our method since there still 
can be more than one neighbor concepts having equal minimal number of lower 
concepts and covering equal maximal number of objects. In that case we choose 
one of the collections \( \mathcal{N}_c^a \) of neighbor concepts arbitrarily.

(2) This case means that in every potential collection \( \mathcal{N}_c^a \) there is missing at 
least one neighbor concept generated by some added (logical) attribute trans-
formed from categorical attribute \( a \), i.e. \( \mathcal{N}_c^a \) does not satisfy the condition (b). 
We solve this situation by substituting the missing concepts by (a copy of) the 
least concept \( \langle Y^1, Y \rangle \) generated by all attributes (or, equivalently, no objects).
The least concept is a common and always existing subconcept of all concepts 
in a concept lattice and usually covers no objects/records (but need not!).

Finally, an edge between concept \( c \) and each neighbor concept from the chosen 
collection \( \mathcal{N}_c^a \) is created in the resulting selected tree. The edge is labeled by the 
added logical attribute. Again, we postpone a pseudocode of the algorithm of 
Step 2 to the full version of the paper.

To illustrate the previous description, let us consider the example of a part of 
the concept lattice in Fig. 3. The concepts are denoted by a circled number and 
the number of lower concepts is written to the right of every concept. We select 
the tree of concepts as follows. The root node of the tree is the greatest concept 
1. As children nodes of the root node are selected concepts 2 and 3 since they 
form a collection \( \mathcal{N}_1^\text{body temp} \) of all lower neighbor concepts generated by both 
added (logical) attributes \( \text{bt cold} \) and \( \text{bt warm} \), respectively, transformed from 
the categorical attribute \( \text{body temp} \). Note that we could have chosen the collection 
\( \mathcal{N}_1^\text{gives birth} \) instead of collection \( \mathcal{N}_1^\text{body temp} \), but since both concepts 2 from 
\( \mathcal{N}_1^\text{body temp} \) and 4 from \( \mathcal{N}_1^\text{gives birth} \) have the equal minimal number \( L_2 \) and \( L_4 \) 
of lower concepts and both cover the equal maximal number of objects/records, 
we have chosen the collection \( \mathcal{N}_1^\text{body temp} \) arbitrarily, according to case (1) from 
the description. The edges of the selected tree are labeled by the corresponding 
logical attributes. Similarly, the children nodes of concept 3 will be concepts 11 
and 19, and this is the end of the tree selection step since concepts 4, 11 and 
19 have no lower neighbors. The resulting tree of concepts is depicted in Fig. 3 
with solid lines.

\textit{Step 3} The last step (third one) of our method is the transformation of the tree 
of concepts into a decision tree. A decision tree has in its every node the chosen 
categorical attribute on which the decision is made and the edges from the node 
are labeled by the possible values of the attribute. The leaves are labeled by
class label(s) of covered records. In the tree of concepts the logical attributes transformed from (and standing for the values of) the categorical attribute are in the labels of edges connecting concepts. Hence the transformation of the tree of concepts into a decision tree is simple: edges are relabeled to the values of the categorical attribute, inner concepts are labeled by the corresponding categorical attributes, and leaves are labelled by class label(s) of covered objects/records.

The last problem to solve is multiple different class label(s) of covered records in tree leaves. This can happen for several reasons, for example the presence of conflicting records in input data differing in class label(s) only (which can result for instance from class labelling mistakes or from selecting a subcollection of attributes from original larger data) or pruning the complete decision tree as a strategy to the overfitting problem. Common practice for dealing with multiple different target class label(s) is as simple as picking the major class label value(s) as the target classification of records covered by leave node and we adopt this solution. A special case are leave nodes represented by (a copy of) the least concept (which comes from the possibility (2) in Step 2), since the least concept usually covers no objects/records. These nodes are labelled by the class label(s) of their parent nodes.

![Decision Tree Diagram](image)

Fig. 4. The decision tree of input data in Fig. 2

The resulting decision tree of input data in Fig. 2 (top) transformed from the tree of concepts in Fig. 3 is depicted in Fig. 4.

Let us now briefly discuss the problem of overfitting. A traditional solution to overfitting problem, i.e. pruning, suggests not to include all nodes down to leaves as a part of the decision tree. One of the simplest criteria for this is picking a threshold percentage ratio of major class label value(s) in records covered by a node. Alternatively, one can use the entropy measure to decide whether the node is sufficient and need not be split. Note that several other possibilities exist. In all cases, the constraint can be applied as early as selecting the concepts to the tree, i.e. pruning can be done during decision tree induction process in our method. No pruning method is considered in this paper.
4 Comparison with other algorithms

The asymptotic time complexity of the presented algorithm is given by the (part of the) concept lattice building step since this step is the most time demanding. The concepts are computed by a modified Lindig’s NextNeighbor algorithm. Since the modification does not alter the asymptotic time complexity, the overall asymptotic complexity of our method is equal to that of Lindig’s NextNeighbor algorithm, namely $O(|X||Y|^2|L|)$. Here, $|X|$ is the number of input records, $|Y|$ is the number of (logical) attributes and $|L|$ is the size of the concept lattice, i.e. the number of all formal concepts.

However, for the decision tree induction problem, accuracy, i.e. the percentage of correctly and incorrectly decided records from both training and testing dataset, is more important than time complexity. We performed preliminary experiments and compared our method to reference algorithms ID3 and C4.5. We implemented our method in C language. ID3 and C4.5 were borrowed and run from the Weka4 (Waikato Environment for Knowledge Analysis [16]), a software package which aids the development of and contains implementations of several machine learning and data mining algorithms in Java. Default Weka’s parameters were used for the two algorithms and pruning was turned off where available.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of attributes</th>
<th>No. of records</th>
<th>Class distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>breast-cancer</td>
<td>6</td>
<td>138</td>
<td>100/35</td>
</tr>
<tr>
<td>kr-vs-kp</td>
<td>14</td>
<td>319</td>
<td>168/151</td>
</tr>
<tr>
<td>mushroom</td>
<td>10</td>
<td>282</td>
<td>187/95</td>
</tr>
<tr>
<td>vote</td>
<td>8</td>
<td>116</td>
<td>54/62</td>
</tr>
<tr>
<td>zoo</td>
<td>9</td>
<td>101</td>
<td>41/20/5/13/4/8/10</td>
</tr>
</tbody>
</table>

The experiments were done on selected public real-world datasets from UCI machine learning repository [7]. The selected datasets are from different areas (medicine, biology, zoology, politics and games) and all contain only categorical attributes with one class label. The datasets were cleared of records containing missing values and actually, we selected subcollections of less-valued attributes of each dataset and subcollections of records of some datasets, due to computational time of repeated executions on the same dataset. The basic characteristics of the datasets are depicted in Tab. 1. The results of averaging 10 executions of the 10-Fold Stratified Cross-validation test (which gives total of 100 executions for each algorithm over each dataset) are depicted in Tab. 2. The table shows average percentage rates of correct decisions for both training (upper item in the table cell) and testing (lower item) dataset part, for each compared algorithm and dataset. We can see that our FCA based decision tree induction method outperforms C4.5 on all datasets, with the exception of mushroom, by 2 – 4 %,

4 Weka is a free software available at http://www.cs.waikato.ac.nz/ml/weka/
on both training and testing data, and gains almost identical results as ID3, again on all datasets except mushroom, on training data, but slightly outperforming ID3 on testing data by about 1%. On mushroom dataset, which is quite sparse comparing to the other datasets, our method is little behind ID3 and C4.5 on training data, but, however, almost equal on testing data. The datasets vote and zoo are more dense than the other datasets and also contain almost no conflicting records, so it seems that the FCA based method could give better results that traditional, entropy based, methods on clear dense data. However, more experiments on additional datasets are needed to approve this conclusion.

### Table 2. Percentage correct rates for datasets in Tab. 1

<table>
<thead>
<tr>
<th>training % testing %</th>
<th>breast-cancer</th>
<th>kr-vs-kp</th>
<th>mushroom</th>
<th>vote</th>
<th>zoo</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCA based</td>
<td>88.63%</td>
<td>84.39%</td>
<td>96.26%</td>
<td>97.52%</td>
<td>98.019%</td>
</tr>
<tr>
<td>79.56%</td>
<td>74.656%</td>
<td>96.284%</td>
<td>90.507%</td>
<td>96.036%</td>
<td></td>
</tr>
<tr>
<td>ID3</td>
<td>88.50%</td>
<td>84.674%</td>
<td>97.311%</td>
<td>97.528%</td>
<td>98.019%</td>
</tr>
<tr>
<td>75.945%</td>
<td>74.503%</td>
<td>96.602%</td>
<td>89.280%</td>
<td>95.036%</td>
<td></td>
</tr>
<tr>
<td>C4.5</td>
<td>86.325%</td>
<td>82.124%</td>
<td>97.163%</td>
<td>94.883%</td>
<td>96.039%</td>
</tr>
<tr>
<td>79.181%</td>
<td>72.780%</td>
<td>96.671%</td>
<td>86.500%</td>
<td>92.690%</td>
<td></td>
</tr>
</tbody>
</table>

Due to lack of space only the basic experiments are presented. More comparative tests on additional datasets with additional various machine learning algorithms like Naive Bayes classification or Artificial Neural Networks trained by back propagation [11], including training and testing time measuring, are postponed to the full version of the paper. However, the first preliminary experiments show that our simple FCA based method is promising in using FCA in the decision tree induction problem.

The bottleneck of the method could be performance, the total time of tree induction, but once one already has the (whole) concept lattice of input data, then the tree selection is very fast. This draws a possible usage and perspective of the method: decision making from already available concept lattices. The advantage of our method over other methods is the conceptual information hidden in tree nodes (note that they are in fact formal concepts). The attributes in concept intents are the attributes common to all objects/records covered by the concept/tree node, which might be use full information for further exploration, application and interpretation of the decision tree. This type of information is not (directly) available by other methods, for instance classical entropy based.

## 5 Conclusion and topics of future research

We have presented a simple novel method of decision tree induction by selection of the tree of concepts from a concept lattice. The criterion of choosing an attribute based on which the node of the tree is split is determined by the number of all lower concepts of the concept corresponding to the node. The approach interconnects areas of decision trees and formal concept analysis. We have also
presented some comparison to classical decision tree algorithms, namely ID3 and C4.5, and have seen that our method compares quite well and surely deserves more attention. Topics for future research include:

- Explore the possibility to compute a smaller number of formal concepts from which the nodes of a decision tree is constructed. Or, the possibility to compute right the selected concepts only.
- The problems of overfitting in data and uncomplete data, i.e. data having missing values for some attributes in some records.
- Incremental updating of induced decision trees via incremental methods of building concept lattices.
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Abstract

The paper presents a new machine learning method of decision tree induction based on formal concept analysis (FCA). FCA is a data mining technique the output of which is a hierarchical structure of clusters extracted from data describing objects by attributes. The decision tree is derived using the structure of clusters (called concept lattice). The main purpose of the paper is to explore the possibility of using FCA in the problem of decision tree induction. We present our method and provide comparisons with selected methods of decision tree induction and machine learning on testing datasets.

1 Introduction

Decision trees and their induction is one of the most important and thoroughly investigated methods of machine learning [Dunham, 2003; Quinlan, 1993; Tan, Steinbach and Kumar, 2006]. Machine learning is one of the major fields in artificial intelligence which concerns with the development of methods and techniques that allow machines to “learn”. Allowing machines to perform difficult tasks of human reasoning, the methods of machine learning can be applied in several areas of system sciences including intelligent control systems, adaptive systems, robotics and even cybernetics. Decision trees, being an efficient classification models of data, support machine learning in the problem of decision making.

A decision tree forms a model which is then used to classify new records. There are many existing algorithms proposed for induction of a decision tree from a collection of records described by attribute vectors. In general, a decision tree is constructed in a top-down fashion, from the root node to leaves. In each node an attribute is chosen under certain criteria and this attribute is used to split the collection of records covered by the node. The nodes are split until the records have the same value of the decision attributes (often called class labels). The critical point of this general approach is thus the selection of the attribute upon which the records are split. The selection of the splitting attribute is the major concern of the research in the area of decision trees. Decision trees have also more descriptive names of classification trees or regression trees in the case of discrete or continuous class labels, respectively.

The classical methods of attribute selection, implemented in well-known algorithms ID3 and C4.5 [Quinlan, 1993; 1996], are based on minimizing the entropy or information gain, i.e. the amount of information represented by the clusters of records covered by nodes created upon the selection of the attribute. However, these methods use statistics only, without any particular view on data, and thus are limited in efficiency of the created model. Completely different solutions are based on involving other methods of machine learning and data mining. For instance, in [Pistori and Neto, 2003] the authors use adaptive techniques and computation models to aid a decision tree construction, namely adaptive finite state automata constructing a so-called adaptive decision tree.

In our paper, we are going to propose an approach to decision tree induction based on formal concept analysis (FCA), which has been recently utilized in various data mining problems including machine learning, via so-called lattice-based learning techniques [Fu, Fu, Njiwoua and Mephu Nguifo, 2004; Kuznetsov, 2004]. For instance, in [Mephu Nguifo and Njiwoua, 2001] authors use FCA in their IGLUE method to select only relevant symbolic (categorical) attributes and transform them to continuous numerical attributes which are better for solving a decision problem by clustering methods (k-nearest neighbor). However, we are going to use FCA more directly, employing a conceptual view on data which FCA offers, since we believe that this can help to create a more fitted model of data.

FCA produces two kinds of outputs from data tables consisting of records (objects in terminology of FCA) described by attributes. The first one is called
a concept lattice and can be seen as a hierarchically ordered collection of clusters called formal concepts. The second one consists of a non-redundant basis of particular attribute dependencies called attribute implications. A formal concept is a formalization of a notion of concept in human reasoning, defined as a pair of two collections—a collection of objects, called an extent, and a collection of attributes, called an intent. This corresponds to the traditional approach to concepts provided by Port-Royal logic approach.

Formal concepts represent objects/records which have common attributes. Nodes in decision trees, too, represent records which have common attributes. However, one cannot use directly a concept lattice (without the least element) as a decision tree, just because the concept lattice is not a tree in general. See [Belohlavec and Sklenar, 2005] and [Belohlavec, De Baets, Outrata and Vychodil, 2007] for results on containment of trees in concept lattices. Moreover, FCA does not distinguish between input and decision attributes. Nevertheless, a concept lattice (without the least element) can be seen as a collection of overlapping trees. Then, a construction of a decision tree can be viewed as a selection of one of these trees. This is the approach we will be interested in in the present paper.

The reminder of the paper is organized as follows. The next section contains preliminaries from decision trees and formal concept analysis. In Section 3 we present our approach of decision tree induction based on FCA. The description of the algorithm is accompanied with an illustrative example. The results of some basic comparative experiments are summarized in Section 4. Finally, Section 5 concludes and outlines several topics of future research.

2 Preliminaries

2.1 Decision trees

A decision tree can be seen as a tree representation of a finitely-valued function over finitely-valued attributes. The function is partially described by assignment of class label(s) to input vectors of values of input attributes. Such an assignment is usually represented by a table with rows (records) containing values of input attributes and the corresponding class label(s). The main goal is to construct a decision tree which represents a function described partially by such a table and, at the same time, provides the best classification for unseen data (i.e. generalises sufficiently).

Each inner node of a corresponding decision tree is labeled by an attribute, called a decision attribute for this node, and represents a test regarding the values of the attribute. According to the result of the test, records are split into $n$ classes which correspond to $n$ possible outcomes of the test. In the basic setting, the outcomes are represented by the values of the splitting attribute. Leaves of the tree cover the collection of records which all have the same function value (class label). For example, the decision trees in Fig. 1 (bottom) both represent the function $f : A \times B \times C \rightarrow D$ depicted in Fig. 1 (top). This way, a decision tree serves as a model approximating the function partially described by the input data.

A decision tree induction problem is the problem of devising a decision tree which approximates well an unknown function described partially by a relatively few records in the table. These records are usually split to two subsets called a training and testing dataset. The training dataset serves as a basis of data from which the decision tree is being induced. The testing dataset is used to evaluate the performance of the decision tree induced by the training dataset.

A vast majority of decision tree induction algorithms uses a strategy of recursive splitting of the collection of records based on selection of decision attributes. This means that the algorithms build the tree from the root to leaves, i.e. in top-down manner. The problem of local optimization is solved in every inner node. Particular algorithms differ by the method solving the optimization problem, i.e. the method of selection of the best attribute to split the records. Traditional criteria of selection of decision attributes are based on entropy, information gain [Quinlan, 1993] or statistical methods such as $\chi$-square test [Mingers, 1987]. The aim is to induce the smallest possible tree (in the number of nodes) which correctly decides training records. The preference of smaller trees follows directly from the Occam’s Razor principle according to which the best solution from equally satisfactory ones is the simplest one.

2.2 Formal concept analysis

In what follows, we summarize basic notions of FCA. An object-attribute data table describing which objects have which attributes can be identified with a triplet $(X, Y, I)$ where $X$ is a non-empty set of objects, $Y$ is a non-empty set of attributes, and $I \subseteq X \times Y$ is an object-attribute relation. Objects and attributes correspond to table rows and columns, respectively, and $(x, y) \in I$ indicates that object $x$ has attribute $y$ (table entry corresponding to row $x$ and column $y$ contains $\times$; if $(x, y) \notin I$ the table entry contains blank symbol). In the terminology of FCA, a triplet $(X, Y, I)$ is called a formal context. For each $A \subseteq X$ and $B \subseteq Y$ denote by $A^\uparrow$ a subset of $Y$ and by $B^\downarrow$ a subset of $X$ defined by

$$A^\uparrow = \{ y \in Y \mid \text{for each } x \in A : (x, y) \in I \},$$

$$B^\downarrow = \{ x \in X \mid \text{for each } y \in B : (x, y) \in I \}.$$
That is, $A\uparrow$ is the set of all attributes from $Y$ shared by all objects from $A$ (and similarly for $B\downarrow$). A formal concept in $(X,Y,I)$ is a pair $(A,B)$ of $A \subseteq X$ and $B \subseteq Y$ satisfying $A\uparrow = B$ and $B\downarrow = A$. That is, a formal concept consists of a set $A$ (so-called extent) of objects which fall under the concept and a set $B$ (so-called intent) of attributes which fall under the concept such that $A$ is the set of all objects sharing all attributes from $B$ and, conversely, $B$ is the collection of all attributes from $Y$ shared by all objects from $A$. Alternatively, formal concepts can be defined as maximal rectangles of $(X,Y,I)$ which are full of $\times$s: For $A \subseteq X$ and $B \subseteq Y$, $(A,B)$ is a formal concept in $(X,Y,I)$ iff $A \times B \subseteq I$ and there is no $A' \supset A$ or $B' \supset B$ such that $A' \times B \subseteq I$ or $A \times B' \subseteq I$. Formal concepts represent clusters hidden in object-attribute data.

A set $B(X,Y,I) = \{\{A,B\} | A\uparrow = B, B\downarrow = A\}$ of all formal concepts in data $(X,Y,I)$ can be equipped with a partial order $\leq$ modeling the subconcept-superconcept hierarchy, e.g. $\text{dog} \leq \text{mammal}$, defined by $(A_1,B_1) \leq (A_2,B_2)$ iff $A_1 \subseteq A_2$ (iff $B_2 \subseteq B_1$). Note that $\uparrow$ and $\downarrow$ form a so-called Galois connection [Ganter and Wille, 1999] and that $B(X,Y,I)$ is in fact a set of all fixed points of $\downarrow$ and $\uparrow$. Under $\leq$, $B(X,Y,I)$ happens to be a complete lattice, called a concept lattice, of $(X,Y,I)$, the basic structure of which is described by the so-called main theorem of concept lattices [Ganter and Wille, 1999].

**Theorem 1** (1) The set $B(X,Y,I)$ is under $\leq$ a complete lattice where the infima and suprema are given by

\[
\bigwedge_{j \in J} \langle A_j, B_j \rangle = \langle \bigcap_{j \in J} A_j, (\bigcup_{j \in J} B_j)\uparrow \rangle,
\]

\[
\bigvee_{j \in J} \langle A_j, B_j \rangle = \langle (\bigcup_{j \in J} A_j)\downarrow, \bigcap_{j \in J} B_j \rangle.
\]

(2) Moreover, an arbitrary complete lattice $V = (V, \leq)$ is isomorphic to $B(X,Y,I)$ if there are mappings $\gamma : X \to V$, $\mu : Y \to V$ such that

(i) $\gamma(x)$ is $\bigvee$-dense in $V$, $\mu(y)$ is $\bigwedge$-dense in $V$;

(ii) $\gamma(x) \leq \mu(y)$ iff $(x,y) \in I$.

For a detailed information on formal concept analysis we refer to [Carpineto and Romano, 2004; Ganter and Wille, 1999] where a reader can find theoretical foundations, methods and algorithms, and applications in various areas.

### 3 Decision tree induction based on FCA

As mentioned above, a concept lattice without the least element can be seen as a collection of overlapping trees. The induction of a decision tree can be viewed as a selection of one of the overlapping trees. The question is: which tree do we select?

**Transformation of input data** Before coming to this question in detail, we need to address a particular problem concerning input data. Input data to decision tree induction contains various type of attributes, including yes/no (logical) attributes, categorical (nominal) attributes, ordinal attributes, numerical attributes, etc. On the other hand, Input data to FCA consists of yes/no attributes. Transformation of general attributes to logical attributes is known as conceptual scaling, see [Ganter and Wille, 1999]. For the sake of simplicity, we consider input data with categorical attributes in our paper and their transformation (scaling) to logical attributes. Decision attributes (class labels) are usually categorical. Note that we need not transform the decision attributes since we do not use them for the concept lattice building step.

Let us present an example used throughout the presentation of our method. Consider the data table with categorical attributes depicted in Fig. 2 (top). The data table contains sample animals described by attributes body temperature, gives birth, fourlegged, hibernates and mammal, with the last attribute being the decision attribute (class label). The corresponding data table for FCA with logical attributes obtained from the original ones in an obvious way is depicted in Fig. 2 (bottom).

**Step 1** We can now approach the first step of our method of decision tree induction—building the concept lattice. In fact, we do not build the whole lattice. Recall that smaller (lower) concepts result by adding attributes to greater (higher) concepts. We can thus imagine the lower neighbor concepts as refining their parent concept. In a decision tree the nodes cover some collection of records and are split until the covered records have the same value of class label(s). The same applies to concepts in our approach: we need not split concepts which cover objects having the same value of class label(s). Thus, we need an algorithm which generates a concept lattice from the greatest concept (which covers all objects) and iteratively generates lower neighbor concepts. Such an algorithm is Lindig’s NextNeighbor [Lindig, 2000], for instance.

In our method we further modify the concept lattice building algorithm in two aspects. First, as mentioned above, we do not compute lower neighbor concepts of a concept which covers objects with the same class label(s). Second, we do not build the ordinary concept hierarchy by means of a covering relation, but instead, we are skipping some concepts in the hierarchy. That is, a lower neighbor concept $c$ of a given concept $d$ generated by our method, can in fact be a concept for which there exists an intermediate concept between $c$ and $d$.

The reason for this modification is that we have to record as neighbors of a concept $(A,B)$ all the concepts which are generated by the collection of attributes $B$ with one additional attribute. In the resulting decision tree the addition of a (logical) attribute to a concept means making a decision on the corresponding categorical attribute in the tree node corresponding to the concept. Due to lack of space we postpone a pseudocode of the algorithm of Step 1 to the full version of the paper. Part of the concept lattice built from data table in Fig. 2 (bottom), with our new neighbor relationships drawn by dashed lines, is depicted in Fig. 3.
Table 1: Input data table (top) and corresponding data table for FCA (bottom)

<table>
<thead>
<tr>
<th></th>
<th>Name</th>
<th>Body temp.</th>
<th>Gives birth</th>
<th>Fourlegged</th>
<th>Hibernate</th>
<th>Mammal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>warm</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>bat</td>
<td>warm</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>cold</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>guppy</td>
<td>cold</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

Figure 2: Part of the concept lattice and tree of concepts (solid) of data table in Fig. 2

Step 2 The second step of our method is the selection of a tree of concepts from the part of the concept lattice built in the first step. First, we calculate for each concept $c$ the number $L_c$ of all of its lower concepts. Note that each lower concept is counted for each different attribute added to the concept $c$, cf. our modification of concept neighbor relation.

Furthermore, for a concept $c$ and a categorical attribute $a$ we define a collection $N^a_c$ containing for each logical attribute $z$ transformed from $a$ the lower neighbor concept of $c$ generated from $c$ by adding $z$, if such a neighbor concept exists, or otherwise, (a copy of) the least concept $\langle Y^a, Y \rangle$ generated by all attributes, with $L_{\langle Y^a, Y \rangle} = \infty$.

Now, we select a tree of concepts from the part of the concept lattice by iteratively going from the greatest concept (generated by all objects) to minimal concepts. The selection is based on the number $L_c$ of lower concepts of the currently considered concept $c$.

(1) The root node of the tree is always the greatest concept. This is the starting point of the tree selection.

(2) For each tree node/concept $c$ we select the children nodes/concepts in the selected tree as follows. First, from all lower neighbor concepts of $c$ we select the concept $d$ with the minimal number $L_d$ of its lower concepts. Furthermore, if there is more than one such neighbor concept, generated from $c$ by adding logical attributes transformed from different categorical attributes, we select the one covering the maximal number of objects/records. However, if there is still more than one such concept, we select one of them arbitrarily. Selecting the neighbor concept, which is generated from $c$ by adding a (logical) attribute transformed from the categorical attribute $a$, means selecting $a$ for a decision attribute. Then, the children nodes/concepts of $c$ are going to be the concepts from the collection $N^a_c$.

(3) Finally, an edge between concept $c$ and each concept from the collection $N^a_c$ is created in the resulting selected tree. The edge is labeled by the logical attribute added in the concept. This means drawing result possibilities of a decision test on attribute $a$.

Again, we postpone a pseudocode of the algorithm of Step 2 to the full version of the paper.

To illustrate the previous description, let us consider the example of a part of the concept lattice in Fig. 3. The concepts are denoted by circled numbers and the number of lower concepts is written to the right of every concept. We select the tree of concepts as follows. The root node of the tree is the greatest concept 1. As children nodes of the root node are selected concepts 2 and 3 since they form a collection $N^a_1$ of all lower neighbor concepts generated by both added (logical) attributes $bt$ cold and $bt$ warm, respectively, transformed from the selected categorical attribute $body$ temp. Note that we could have as well selected concepts 4 and 5 from the collection $N^a_1$ since 4, 11 and 19 have no lower neighbors. The resulting tree of concepts is depicted in Fig. 3 with solid lines.

Let us briefly explain why our selection criterion for the decision attribute is the minimal number of lower concepts of the actual concept (or the maximal number of covered objects, respectively). This criterion simply means the minimal number of added attributes, hence the minimal number of decision attributes in decisions following the actual decision, thus leading to the minimal decision tree (according to the previously mentioned Occam's Razor principle). The point is that the decision minimizing the number of consecutive decisions should be a good decision.

Step 3 The last step (third one) of our method is the transformation of the tree of concepts into a decision tree. A decision tree has in its every node the chosen categorical attribute on which the decision is made and the edges from the node are labeled by the possible values of the attribute. The leaves are labeled by class label(s) of covered records. In the tree of concepts the logical attributes transformed from (and
4 Comparison with other algorithms

The asymptotic time complexity of the presented algorithm is given by the (part of the) concept lattice building step since this step is the most time demanding. Since the modification of neighbor relation does not alter the asymptotic time complexity, the overall asymptotic complexity of our method is equal to $O(|X||Y|^2|L|)$ in the case of Lindig’s NextNeighbor algorithm, for instance. Here, $|X|$ is the number of input records, $|Y|$ is the number of (logical) attributes and $|L|$ is the size of the concept lattice, i.e. the number of all formal concepts.

However, for the decision tree induction problem, accuracy, i.e. the percentage of correctly and incorrectly decided records from both training and testing dataset, is more important than time complexity. We performed preliminary experiments and compared our method to reference decision tree algorithms ID3 and C4.5 (entropy and information gain based) and also to one instance based learning method (IB1) and one artificial neural network trained by back propagation [Mitchel, 1997] (MLP). We implemented our method in C language. All other classifiers were borrowed and run from the Weka¹ (Waikato Environment for Knowledge Analysis), a software package which aids the development of and contains implementations of several machine learning and data mining algorithms in Java. Default Weka’s parameters were used for the algorithms.

The experiments were done on selected public real-world datasets from UCI machine learning repository [Newman, Hettich, Blake and Merz, 1998]. The datasets were cleared of records containing missing values and actually, we selected subcollections of less-valued attributes of each dataset and subcollections of records of some datasets, due to computational time of repeated executions on the same dataset. The basic characteristics of the datasets are depicted in Tab. 1. The results of averaging 10 executions of the 10-Fold Stratified Cross-validation test (which gives total of 100 executions for each algorithm over each dataset) are depicted in Tab. 2. The table shows average percentage rates of correct decisions for both training (upper item in the table cell) and testing (lower item) dataset part, for each compared algorithm and dataset, plus average over all datasets. Bold face numbers denote the best results.

We can see that our FCA based decision tree induction method outperforms all other compared methods on datasets vote and zoo, on both training and testing data, and gains almost identical results to ID3 and MLP on datasets breast-cancer and kr-vs-kp, outperforming C4.5 and IB1. On mushroom dataset, which is quite sparse comparing to the other datasets, our method is little behind ID3, C4.5 and MLP on training data, but, however, almost equal on testing data. Clearly, the FCA based method outperforms instance based learning methods and it seems that it could give better results than traditional decision tree, entropy based, methods and even neural network methods on clear dense data. However, more experiments on additional datasets and deep insight are needed to approve this conclusion. The experiments show that our simple FCA based method is promising in using FCA in the decision tree induction problem.

The bottleneck of the method could be performance, the total time of tree induction, but once one already has the (whole) concept lattice of input data, then the tree selection is very fast. This draws a possible usage and perspective of the method: decision making from already available concept lattices. The advantage of our method over other methods is the conceptual information hidden in tree nodes (note that they are in fact formal concepts). The attributes covered by a node are the attributes common to all objects/records covered by the node, which might be useful information for further exploration, application and interpretation of the decision tree. This type of information is not (directly) available by other methods.

¹Weka is a free software available at http://www.cs.waikato.ac.nz/ml/weka/
<table>
<thead>
<tr>
<th>training %</th>
<th>breast-cancer</th>
<th>kr-vs-kp</th>
<th>mushroom</th>
<th>vote</th>
<th>zoo</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCA based</td>
<td>85.63</td>
<td>84.395</td>
<td>96.268</td>
<td>97.528</td>
<td>98.019</td>
<td>92.968</td>
</tr>
<tr>
<td>ID3</td>
<td>79.560</td>
<td>74.656</td>
<td>96.284</td>
<td>90.507</td>
<td>96.036</td>
<td>87.409</td>
</tr>
<tr>
<td>C4.5</td>
<td>85.63</td>
<td>84.974</td>
<td>97.517</td>
<td>97.532</td>
<td>98.019</td>
<td>95.274</td>
</tr>
<tr>
<td>IB1</td>
<td>75.945</td>
<td>74.503</td>
<td>96.602</td>
<td>89.280</td>
<td>95.036</td>
<td>86.273</td>
</tr>
<tr>
<td>MLP</td>
<td>86.328</td>
<td>82.122</td>
<td>97.163</td>
<td>93.883</td>
<td>96.039</td>
<td>91.307</td>
</tr>
<tr>
<td></td>
<td>79.181</td>
<td>72.780</td>
<td>96.671</td>
<td>86.500</td>
<td>92.690</td>
<td>85.564</td>
</tr>
<tr>
<td></td>
<td>84.887</td>
<td>79.342</td>
<td>96.556</td>
<td>97.020</td>
<td>97.799</td>
<td>91.079</td>
</tr>
<tr>
<td></td>
<td>71.901</td>
<td>68.886</td>
<td>95.214</td>
<td>91.303</td>
<td>94.463</td>
<td>84.353</td>
</tr>
<tr>
<td></td>
<td>88.500</td>
<td>84.426</td>
<td>97.234</td>
<td>95.340</td>
<td>91.078</td>
<td>92.687</td>
</tr>
<tr>
<td></td>
<td>79.939</td>
<td>74.880</td>
<td>95.992</td>
<td>88.106</td>
<td>95.536</td>
<td>86.891</td>
</tr>
</tbody>
</table>

### 5 Conclusion and topics for future research

We have presented a simple novel method of decision tree induction by selection of the tree of concepts from a concept lattice. The criterion of choosing an attribute based on which the node of the tree is split is determined by the number of all lower concepts of the concept corresponding to the node. The approach interconnects areas of decision trees and formal concept analysis. We have also presented some comparison to classical decision tree algorithms, namely ID3 and C4.5, and also to instance based learning and neural network methods, and have seen that our method compares quite well and surely deserves more attention. Topics for future research include:

- Explore the possibility to compute a smaller number of formal concepts from which the nodes of a decision tree is constructed.
- The problems of overfitting [Mitchel, 1997] in data and complete data, i.e. data having missing values for some attributes in some records.
- Incremental updating of induced decision trees via incremental methods of building concept lattices.
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We present a novel method for the construction of decision trees. The method utilises concept lattices in that certain formal concepts of the concept lattice associated to input data are used as nodes of the decision tree constructed from the data. The concept lattice provides global information about natural clusters in the input data, which we use for selection of splitting attributes. The usage of such global information is the main novelty of our approach. Experimental evaluation indicates good performance of our method. We describe the method, experimental results, and a comparison with standard methods on benchmark datasets.
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1. Introduction

Decision trees represent the most commonly used method in data mining and machine learning (Quinlan 1993, Dunham 2003, Tan et al. 2006). A decision tree is typically used for a classification of objects into a given set of classes based on the objects’ attributes. Many algorithms for the construction of decision trees are proposed in the literature, see e.g. (Tan et al. 2006).

This paper presents a novel approach to decision tree construction, which is based on formal concept analysis (FCA) of the input data. Our approach utilises concept lattices in that certain formal concepts associated to input data are used as nodes of the decision tree constructed from the input data. The concept lattice provides global information about natural clusters, represented by formal concepts, in the input data. Using formal concepts as nodes of decision trees is a straightforward idea because both formal concepts and decision tree nodes represent collections of records (objects) in the input data defined by having the same values for certain attributes. A challenge exists in how to select good formal concepts for decision tree nodes. We attempt to consider a concept lattice (without the least formal concept) as a collection of overlapping trees. The construction of a decision tree is then reduced to the problem of selection of one of these trees.

FCA and concept lattices are utilised in several machine learning and decision tree induction algorithms proposed in the literature. For instance, Carpineto and Romano (1996) present GALOIS, a clustering method based on concept lattices, in which similarity
between objects and clusters is defined as the number of common attributes shared by objects. In (Mephu Nguifo and Njiwoua 2001), the authors use FCA in IGLUE, a method which selects relevant categorical attributes and transforms them into continuous numerical attributes which are then used to solve a decision problem by $k$-nearest neighbour clustering. Another approach utilising FCA is described in Kuznetsov (2004) which presents a model of learning from positive and negative examples. Fu et al. (2004) provides a survey and theoretical and experimental comparison of several FCA-based classification algorithms. Note that FCA-based approaches are commonly called lattice-based or concept-based learning techniques in data mining (Fayyad et al. 1996, Pasquier et al. 1999).

The paper is organised as follows. The next section contains preliminaries from decision trees and formal concept analysis. In Section 3 we present our approach including an algorithm for inducing decision trees. The algorithm is accompanied by an illustrative example. An experimental evaluation of our method and a comparison to standard methods on benchmark datasets is provided in Section 4. Section 5 presents conclusions and outlines topics for future research.

2. Preliminaries

2.1 Decision trees

A decision tree can be considered as a tree representation of a function over attributes which takes a finite number of values. The goal is to construct a tree that approximates a given function, partially described by a table containing records in its rows, with a desired accuracy. Every record consists of particular values of the function input values (attribute values) and the corresponding output value (class label). For an object described by its attribute values, the value assigned by the decision tree to those attribute values is considered the label of a class to which the object belongs. A good decision tree is supposed to classify well both the data described by the table records as well as ‘unseen’ data.

Each non-leaf node of a decision tree is labelled by an attribute, called a splitting attribute for this node. Such a node represents a test, according to which records are split into $n$ classes which correspond to $n$ possible outcomes of the test. In the basic setting, the outcomes are represented by values of the splitting attribute. Leaf nodes of the tree represent collections of records all of which, or the majority of which, have the same function value (class label). For example, the table in Figure 1 (top) describes a partial function $f : A \times B \times C \rightarrow D$. The decision trees in Figure 1 (bottom) represent two functions, both of which are extensions of $f$.

A strategy commonly used in the existing algorithms for inducing decision trees from data consists of constructing a decision tree in a top-down fashion, from the root node to the leaves, by successively splitting existing nodes and creating new ones. For every node, a splitting attribute is chosen to split the collection of records covered by the node into smaller collections, which correspond to values of the splitting attribute. For every such value, a new node is attached as a child to the node for which the splitting attribute has been chosen. The process continues recursively until all the records corresponding to any leaf node, or a prescribed majority of them, belong to the same class. A critical point in this strategy is the selection of splitting attributes, for which many approaches were proposed. These include the well-known approaches based on entropy measures, Gini index, classification error, or other measures defined in terms of class distribution of the records before and after splitting (see Quinlan 1996, Murthy 1998, Tan et al. 2006 for overviews).
2.2 Formal concept analysis

FCA is a method for analysis of object-attribute data (Ganter and Wille 1999, Carpineto and Romano 2004). Such data is usually described by a table with rows and columns representing objects and attributes, respectively, and with table entries containing attribute values, which the objects have. In the basic setting, FCA deals with binary attributes, i.e. every attribute applies or does not apply to a particular object. Many-valued attributes, such as nominal and ordinal attributes, are transformed to binary ones using so-called conceptual scaling. FCA produces two kinds of output from a given dataset. The first output is called a concept lattice. A concept lattice is a partially ordered collection of particular clusters called formal concepts. The second output consists of a non-redundant base of particular attribute dependencies called attribute implications.

We now summarise basic notions of FCA. An object-attribute data table can be identified with a triplet \( (X, Y, I) \) where \( X \) is a non-empty set of objects, \( Y \) is a non-empty set of attributes, and \( I \subseteq X \times Y \) is an object-attribute relation. Objects and attributes correspond to table rows and columns, respectively, and \( (x, y) \in I \) indicates that object \( x \) has attribute \( y \) (table entry corresponding to row \( x \) and column \( y \) contains \( \times \); if \( (x, y) \notin I \) the table entry contains blank symbol). In terms of FCA, \( (X, Y, I) \) is called a formal context. For every \( A \subseteq X \) and \( B \subseteq Y \) denote by \( A^\uparrow \) a subset of \( Y \) and by \( B^\downarrow \) a subset of \( X \) defined as

\[
A^\uparrow = \{ y \in Y \mid \text{for each } x \in A : (x, y) \in I \}, \quad B^\downarrow = \{ x \in X \mid \text{for each } y \in B : (x, y) \in I \}.
\]

That is, \( A^\uparrow \) is the set of all attributes from \( Y \) shared by all objects from \( A \) (and similarly for \( B^\downarrow \)). A formal concept in \( (X, Y, I) \) is a pair \( (A, B) \) of \( A \subseteq X \) and \( B \subseteq Y \) satisfying \( A^\uparrow = B \) and \( B^\downarrow = A \). That is, a formal concept consists of a set \( A \) (so-called extent) of objects which are covered by the concept and a set \( B \) (so-called intent) of attributes which are covered by the concept such that \( A \) is the set of all objects sharing all attributes from \( B \) and, conversely, \( B \) is the collection of all attributes from \( Y \) shared by all objects from \( A \). Alternatively, formal concepts can be defined as maximal rectangles of \( (X, Y, I) \) which are full of \( \times \)'s: For \( A \subseteq X \) and \( B \subseteq Y \), \( (A, B) \) is a formal concept in \( (X, Y, I) \) iff \( A \times B \subseteq I \).
and there is no \( A' \supset A \) or \( B' \supset B \) such that \( A' \times B \subseteq I \) or \( A \times B' \subseteq I \). Formal concepts represent clusters hidden in object-attribute data.

A set \( B(X, Y, I) = \{ \langle A, B \rangle | A^1 = B, B^1 = A \} \) of all formal concepts in \( <X, Y, I> \) can be equipped with a partial order \( \leq \). The partial order models a subconcept–superconcept hierarchy, e.g. dog \( \leq \) mammal, and is defined by

\[
\langle A_1, B_1 \rangle \leq \langle A_2, B_2 \rangle \iff A_1 \subseteq A_2 (\text{iff } B_2 \subseteq B_1).
\]

Note that \( ^1 \) and \( ^1 \) form a Galois connection (Ganter and Wille 1999) and that \( B(X, Y, I) \) is in fact a set of all fixpoints of \( ^1 \) and \( ^1 \). \( B(X, Y, I) \) equipped with \( \leq \) happens to be a complete lattice, called the concept lattice of \( <X, Y, I> \). The basic structure of concept lattices is described by the so-called basic theorem of concept lattices (Ganter and Wille 1999).

**Theorem 2.1**. (1) The set \( B(X, Y, I) \) equipped with \( \leq \) forms a complete lattice in which infima and suprema are given by

\[
\bigwedge_{j \in J} \langle A_j, B_j \rangle = \left( \bigcap_{j \in J} A_j, \left( \bigcup_{j \in J} B_j \right)^{\Pi} \right), \quad \bigvee_{j \in J} \langle A_j, B_j \rangle = \left( \bigcup_{j \in J} A_j \right)^{\Pi} \cap \left( \bigcap_{j \in J} B_j \right).
\]

(2) Moreover, an arbitrary complete lattice \( V = \langle V, \leq \rangle \) is isomorphic to \( B(X, Y, I) \) iff there are mappings \( \gamma : X \rightarrow V \), \( \mu : Y \rightarrow V \) such that

(i) \( \forall x \in X \), \( \gamma(x) \) is \( \bigvee - \) dense in \( V \), \( \mu(y) \) is \( \bigwedge - \) dense in \( V \);
(ii) \( \gamma(x) \leq \mu(y) \) iff \( \langle x, y \rangle \subseteq I \).

Recall that the cover relation on \( B(X, Y, I) \) is defined as follows. A formal concept \( \langle A_1, B_1 \rangle \) covers a formal concept \( \langle A_2, B_2 \rangle \) if \( \langle A_2, B_2 \rangle \subseteq \langle A_1, B_1 \rangle \) and there is no \( \langle A_3, B_3 \rangle \) distinct from both \( \langle A_1, B_1 \rangle \) and \( \langle A_2, B_2 \rangle \) such that \( \langle A_2, B_2 \rangle \subseteq \langle A_3, B_3 \rangle \subseteq \langle A_1, B_1 \rangle \).

For detailed information on formal concept analysis we refer to Carpineto and Romano (2004) and Ganter and Wille (1999) where the reader can find theoretical foundations, methods and algorithms, and applications in various areas.

3. Decision tree induction based on FCA

In this section, we describe our algorithm for the induction of decision trees. As mentioned above, the algorithm utilises a concept lattice associated to input data, i.e. a partially ordered set of formal concepts in the sense of FCA. In particular, we attempt to consider the concept lattice (without the least formal concept) as a collection of overlapping trees and to select one tree from this collection as the resulting decision tree.

**Input data and its transformation.** We consider input data with categorical attributes in our paper. To derive a concept lattice from the input data, we need to transform the categorical attributes to binary attributes because, in its basic setting, FCA works with binary attributes. A transformation of input data, which consists in replacing non-binary attributes into binary ones is called conceptual scaling in FCA (Ganter and Wille 1999). Note that in our case, we need not transform the class label attribute, i.e. the attribute determining to which class the record belongs, because we build the concept lattice over the input attributes only. Throughout this section, we use the input data from Table I (top) to illustrate the main issues involved. The data table contains sample animals described by attributes body temperature, gives birth,
four-legged, hibernates, and mammal, with the last attribute being the class label attribute. After an obvious transformation (nominal scaling) of the input attributes, we obtain the data depicted in Table 1 (bottom). A concept lattice which we use in our method is derived from data which we obtain after such transformation.

Next, we describe our algorithm. Step 1 describes how we compute the (part of) concept lattice of the input data. Step 2 describes the selection of a tree from the concept lattice computed in Step 1. Step 3 describes how we build the decision tree from the tree computed in Step 2.

**Step 1.** In this step, we compute a part of the concept lattice associated to the data corresponding to input attributes. For this purpose, we use the well-known Lindig’s algorithm (Lindig 2000), which we modify in two respects. The original Lindig’s algorithm, in its top-down version, generates all formal concepts of a concept lattice associated to input data and the cover relation. It starts with the largest formal concept and recursively generates all formal concepts that are covered by largest formal concept, then generates all formal concepts which are covered by those covered by the largest formal concept, and so on until all formal concepts have been computed. Our modification of Lindig’s algorithm consists of two steps.

First, we do not generate lower neighbors of formal concept whose extent contains objects that have all the same class label. That is, if \( c \) is the class label attribute, we do not generate lower neighbors of formal concepts \( \langle A, B \rangle \) such that for every \( x_1, x_2 \in A \), the value of \( c \) on \( x_1 \) equals the value of \( c \) on \( x_2 \).

Second, contrary to Lindig’s algorithm which computes all formal concepts and the cover relation, our modification computes a relation on the set of the computed formal concepts which is in general larger than the cover relation. In the original Lindig’s algorithm, procedure \textsc{NextNeighbors} generates set \( \text{(Next)Neighbors of } \langle A, B \rangle \) defined by

\[
(\text{Next)Neighbors of } \langle A, B \rangle = \{ \langle C, D \rangle | D = (B \cup \{ y \})^\updownarrow \},
\]

\( y \in Y - B \) such that \( (B \cup \{ z \})^\updownarrow = D \) for all \( z \in D - B \).

It can be shown that \( \text{(Next)Neighbors of } \langle A, B \rangle \) is just the set of all formal concepts covered by \( \langle A, B \rangle \). In our modification, the procedure \textsc{NextNeighbor} generates the set

<table>
<thead>
<tr>
<th>Name</th>
<th>body temp</th>
<th>gives birth</th>
<th>four-legged</th>
<th>hibernates</th>
<th>mammal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>warm</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>bat</td>
<td>warm</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>cold</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>eagle</td>
<td>warm</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>guppy</td>
<td>cold</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>bt</th>
<th>cold</th>
<th>gb no</th>
<th>gb yes</th>
<th>fl no</th>
<th>fl yes</th>
<th>hb no</th>
<th>hb yes</th>
<th>mammal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>yes</td>
</tr>
<tr>
<td>bat</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>no</td>
</tr>
<tr>
<td>eagle</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>no</td>
</tr>
<tr>
<td>guppy</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>no</td>
</tr>
</tbody>
</table>
(Our)Neighbors of \((A, B)\) defined by

\[(\text{Our})\text{Neighbors of } (A, B) = \{ (C, D) \mid D = (B \cup \{y\})^\|, \ y \in Y - B \}.
\]

Clearly, (Our)Neighbors of \((A, B)\) is (in general) larger than (Next)Neighbors of \((A, B)\) because it may contain formal concepts which result by adding a single attribute \(y \in Y - B\) but are not covered by \((A, B)\).

The reason for our modification is the following. As mentioned above, formal concepts correspond to nodes of a decision tree in our approach. Let a formal concept \((A, B)\) correspond to a node \(n\) in a decision tree. Let \(y \in Y - B\) be a binary attribute corresponding to value \(v_y\) of a categorical attribute \(a_y\). That is, \(a_y\) has value \(v_y\) for object \(x\) in the original input data if and only if \(y\) has value 1 for \(x\) in the transformed data with binary attributes. If \(a_y\) is the splitting attribute for node \(n\), then \((B \cup \{y\})^\|, (B \cup \{y\})^\|\) is the formal concept corresponding to node \(n\), which is connected to \(n\) via an edge representing the test \('\text{the value of } a_y \text{ is equal to } v_y'\)\). In order to keep the possibility of having nodes \(n\) and \(n_y\) in the resulting decision tree, we need to generate both \((A, B)\) and \((B \cup \{y\})^\|, (B \cup \{y\})^\|\) even if \((B \cup \{y\})^\|, (B \cup \{y\})^\|\) is not covered by \((A, B)\) in the concept lattice. This is why (Our)Neighbors of \((A, B)\) is in general different from (Next)Neighbors of \((A, B)\).

Algorithm 1 contains pseudocode of the modified Lindig’s algorithm. NextNeighbor is the main procedure. Formal concepts computed by the algorithm are stored in the variable \(F\). Variable \((A, B)_k\) stores the lower neighbours of \((A, B)\). The procedure Decided prevents computing lower neighbours of formal concepts whose objects have the same class label. Procedure Neighbors computes the set (Our)Neighbors of \((A, B)\). The algorithm also computes for every formal concept \((A, B)\) the number \(L_{(A, B)}\) explained and utilised in Step 2 below. The part of the concept lattice built from the data table in Table 1 (bottom) computed by Algorithm 1 is shown in Figure 2. Note that the new lower neighbour relationship is displayed by dashed lines. The solid lines indicate a tree to be selected from the part of the concept lattice using a procedure described in Step 2.

Step 2. In this step, we select a tree of formal concepts from the part of a concept lattice computed in Step 1. For this purpose, we compute for every formal concept \((A, B)\) computed in Step 1 the number \(L_{(A, B)}\) of all formal concepts which can be reached from \((A, B)\) by following certain labelled paths from \((A, B)\) downward. As mentioned in Step 1, the numbers \(L_{(A, B)}\) are computed in Algorithm 1. The paths consist of labelled edges corresponding to the lower neighbour relation described by (Our)Neighbors of \((A, B)\). In particular, an edge
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Figure 2. Part of the concept lattice and tree of concepts (solid lines) of data table in Table 1.
with label $y$ goes from $(C_1, D_1)$ to $(C_2, D_2)$ if $D_2 = (D_1 \cup \{y\})^\complement$, i.e. if $(C_2, D_2)$ belongs to $(\text{Our})\text{Neighbors}$ of $(C_1, D_1)$ due to attribute $y$. Therefore, $L_{(A, B)}$ is the number of formal concepts which can be reached from $(A, B)$ via the lower neighbour relation in a way that counts a lower neighbour $(C_2, D_2)$ of $(C_1, D_1)$ multiple times. Namely, $(C_2, D_2)$ is counted $k$ times where $k$ is the number of attributes due to which $(C_2, D_2) \in (\text{Our})\text{Neighbors}$ of $(C_1, D_1)$, i.e. $k = |\{y : D_2 = (D_1 \cup \{y\})^\complement\}|$. The multiple counting of formal concepts is ensured by the labelling used in $(\langle C, D, y \rangle)$ in Algorithm 1.

Furthermore, for every formal concept $(A, B)$ we define collections $\mathcal{N}_{(A, B)}^a$ of formal concepts that are candidates to become the children of $(A, B)$ in the selected tree. $a$ denotes a categorical attribute from the original input data. Note that every binary attribute $y_v$ from the data obtained by transformation from the original input data corresponds to some value $v$ of some categorical attribute $a$. $\mathcal{N}_{(A, B)}^a$ is the collection of lower neighbour concepts of $(A, B)$ defined as follows:

1. for every value $v$ of the categorical attribute $a$ and the corresponding binary attribute $y_v$, if the formal concept $(C, D)$ from $(\text{Our})\text{Neighbors}$ of $(A, B)$ which results by adding attribute $y_v$ belongs to the part of the concept lattice computed in Step 1, then $(C, D)$ belongs to $\mathcal{N}_{(A, B)}^a$;
2. if some formal concept $(C, D)$ from (a) does not belong to the part of the concept lattice computed in Step 1, $\mathcal{N}_{(A, B)}^a$ contains the least formal concept $Y$ (in this case, the least formal concept ‘replaces’ $(C, D)$ in $\mathcal{N}_{(A, B)}^a$), and we put $L_{(Y, Y)} = 1$.

Algorithm 1 Computing part of concept lattice

```
procedure Neighbors($(A, B)$):
    $L := \emptyset$
    for each $y \in Y \setminus B$:
        $C := (B \cup \{y\})^\complement$
        $D := C^\complement$
        if $D \neq Y$:
            add $(\langle C, D, y \rangle)$ to $L$
    return $L$

procedure Decision($(A, B)$):
    if all $x \in A$ have the same class label
    return true
    else
    return false

procedure GenerateFrom($(A, B)$):
    $(A, B)_* := \text{call Neighbors}((A, B))$
    $\mathcal{N} := \{\langle C, D \rangle | \{(C, D), y\} \in (A, B)_* \land (C, D) \neq Y\}$
    for each $(\langle C, D \rangle, y) \in \mathcal{N}$:
        add $(\langle C, D \rangle)$ to $\mathcal{F}$
        $L_{(C, D)} := 0$
        for each $(\langle C, D \rangle) \in \mathcal{N}$:
            if not call Decision($(\langle C, D \rangle)$):
                call GenerateFrom($(\langle C, D \rangle)$)
            for each $(\langle \emptyset, \emptyset \rangle, y) \in (A, B)_*$:
                add $1 + L_{(C, D)}$ to $L_{(A, B)}$

procedure NextNeighbor:
    $\mathcal{F} := \emptyset$
    add $(\emptyset, \emptyset)^\complement$ to $\mathcal{F}$
    $L_{(\emptyset, \emptyset)} := 0$
    if not call Decision($(\emptyset, \emptyset)^\complement)$:
        call GenerateFrom($(\emptyset, \emptyset)^\complement)$
    return $P := (\mathcal{F}, (A, B)_* | (A, B) \in \mathcal{F})$
```
Next, we select a tree from the part of the concept lattice computed in Step 1 by iteratively going from the largest formal concept to the minimal ones. The selection is based on the numbers $L_{(A,B)}$ defined above.

1. The root node of the tree is the largest formal concept $(X, X')$.
2. This step corresponds to selection of the splitting attribute. For every formal concept $(A, B)$ in the tree which we construct we select from among all the categorical attributes a categorical attribute $a$ for which

$$\min \left\{ L_{(C,D)} \mid (C, D) \in N_{(A,B)} \right\}$$

attains the minimum value, i.e. we select $a$ for which $N_{(A,B)}$ contains a formal concept $(C, D)$ with the smallest number $L_{(C,D)}$. The idea behind this rule is that a small value of $L_{(C,D)}$ indicates, in the optimistic scenario, a small number of decision steps necessary to classify objects from $A$ provided we start with a decision based on $a$, because there is a short classification path in the decision tree going from the node corresponding to $(A,B)$. In case of a tie, i.e. if $L_{(C,D_1)} = L_{(C,D_2)}$ for some $a_1 \neq a_2$ with $(C_1, D_1) \in N_{(A,B)}$ and $(C_2, D_2) \in N_{(A,B)}$, we select $a_l$ for which the extent $C_l$ is the largest. If there is still a tie, we break it arbitrarily.

The resulting categorical attribute $a$ is later used as the splitting attribute for the node of the decision tree that corresponds to formal concept $(A,B)$. The formal concepts No. 4, No. 11, and No. 19 have no lower neighbours.

3. For every formal concept $(A, B)$ in the tree and the categorical attribute $a$ selected for $(A, B)$ in (2) we connect $(A, B)$ to each formal concept $(C, D)$ from $N_{(A,B)}$ by an edge labelled by a binary attribute $y$ for which $D = (B \cup \{y\})$. Algorithm 2 contains a pseudocode of the algorithm that selects a tree from the part of the concept lattice.

To illustrate the previous description, consider the part of the concept lattice presented in Figure 2. Formal concepts of this part are represented by circles, which contain the same number of objects in their extents. The edges of the selected tree are labelled by binary attributes as described in (3) above. Similarly, the children of the formal concept No. 3 are the formal concepts No. 11 and No. 19. This ends the tree selection because the formal concepts No. 4, No. 11, and No. 19 have no lower neighbours.

The resulting tree is depicted in Figure 2 by the solid lines.

Step 3. In this step, the tree obtained in Step 2 is transformed into a decision tree. This step is straightforward. We take the tree obtained in Step 2 and re-label its nodes and edges. An inner node is labelled by the categorical attribute selected in (2) of Step 2 for this node. For example, when constructing the decision tree from the tree selected in Figure 2, the node corresponding to the formal concept No. 3 is labelled by gives birth. An edge going from a node is labelled by the value of a categorical attribute corresponding to the
Algorithm 2 Selection of tree of formal concepts

procedure CHILDREN(((A, B), y));
    a := categorical attribute for y
    N\textsuperscript{a}_{(A, B)} := ∅
    for each logical attribute z for a:
        search for ((C, D), x) ∈ (A, B), such that x = z
        if found:
            add ((C, D), z) to N\textsuperscript{a}_{(A, B)}
        else:
            add ((Y\textsuperscript{i}, Y), z) to N\textsuperscript{a}_{(A, B)}
    return N\textsuperscript{a}_{(A, B)}

procedure SELECTFROM(((A, B)));
    S := {y | ((C, D), y) ∈ (A, B), \wedge L\textsuperscript{(C, D)} is minimal}
    if S = ∅:
        return if |S| ≥ 1 and all y ∈ S are for different categorical attribute a:
            S := {y | y ∈ S, \wedge ((C, D), y) ∈ (A, B), \wedge |C| is maximal
            select arbitrary y from S
            (A, B) := call CHILDREN(((A, B), y))
        for each ((C, D), y) ∈ (A, B):
            add (C, D) to G
            call SELECTFROM(((C, D)))

procedure SELECTTREE(\mathcal{P})
    G := ∅
    add ((\emptyset, \emptyset), \emptyset) to G
    L_{(Y, Y)} := ∞
    call SELECTFROM((\emptyset, \emptyset))
    return (G, (\emptyset, (A, B) \in \mathcal{P}))

binary attribute used as a label of this edge in (3) of Step 3. For example, the edge labelled by gb no in Figure 2 is labelled by no in the resulting decision tree.

The last problem is the labelling of leaf nodes. Consider a leaf node of a tree obtained in Step 2 corresponding to formal concept (A, B). If all objects from A have the same class label c, or if c is the class label of a majority of objects from A, the corresponding node of the decision tree is labelled by c. If a leaf node n of a tree obtained in Step 2 corresponds to the least formal concept (Y\textsuperscript{i}, Y), cf. (b) of Step 2, the corresponding node of the decision tree is labelled by the label which would have been assigned to a leaf node corresponding to the formal concept of the parent node of n.

The resulting decision tree of the input data in Table 1 (top) which result by the transformation of the tree of formal concepts displayed in Figure 2, as described in Step 3, is depicted in Figure 3.

4. Experimental evaluation

In this section, we describe experiments with our algorithm and its comparison to reference algorithms for decision tree induction. Namely, we compared our algorithm with decision tree algorithms ID3 and C4.5 (entropy and information gain based), an instance based learning method (IB1), and a multilayer perceptron (MLP) neural network trained by back propagation (Mitchell (1997)). We implemented our method in the C language. The other algorithms were borrowed and run from Weka\textsuperscript{2} (Waikato Environment for Knowledge Analysis; Witten and Frank 2005), a software package that contains implementations of machine learning and data mining algorithms in Java. Default Weka's
The experiments were done on selected public real-world datasets from UCI Machine Learning Repository (Newman et al. 1998). The selected datasets are from different areas (medicine, biology, zoology, politics, games). All the datasets contain only categorical attributes with one class label attribute. Due to computational time demands, the datasets were cleared of records containing missing values, of attributes with large numbers of attribute values, and of randomly selected records, to allow for repeated executions of the methods. Let us note in this context that our method is computationally more demanding than the other methods, because of the need to compute a possibly large number of formal concepts. Basic characteristics of the datasets are depicted in Table 2.

For datasets with already defined training and testing set (spect and monks-problems) the upper numbers in the table cells relate to the training set and the lower numbers to the testing set. For datasets without training and testing sets, the experiments were done using the 10-fold stratified cross-validation test. The results of averaging 10 execution runs on each dataset with randomly ordered records are depicted in Table 3. The table shows the average percentage rates of correct classifications for both training (upper number in the table cell) and testing (lower number) datasets for each algorithm and
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Figure 3. The decision tree of the input data in Table 1.

Table 2. Characteristics of datasets used in experiments.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of attributes</th>
<th>No. of records</th>
<th>Class distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>breast-cancer</td>
<td>6</td>
<td>138</td>
<td>100/38</td>
</tr>
<tr>
<td>kr-vs-kp</td>
<td>14</td>
<td>319</td>
<td>168/151</td>
</tr>
<tr>
<td>mushroom</td>
<td>10</td>
<td>282</td>
<td>187/95</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>27</td>
<td>239</td>
<td>156/83</td>
</tr>
<tr>
<td>vote</td>
<td>8</td>
<td>116</td>
<td>54/62</td>
</tr>
<tr>
<td>zoo</td>
<td>9</td>
<td>101</td>
<td>41/20/5/13/4/8/10</td>
</tr>
<tr>
<td>spect</td>
<td>22</td>
<td>80</td>
<td>40/10</td>
</tr>
<tr>
<td>monks-problems-1</td>
<td>17</td>
<td>124</td>
<td>62/62</td>
</tr>
<tr>
<td>monks-problems-2</td>
<td>17</td>
<td>432</td>
<td>216/216</td>
</tr>
<tr>
<td>monks-problems-3</td>
<td>17</td>
<td>122</td>
<td>62/60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>432</td>
<td>204/228</td>
</tr>
</tbody>
</table>
We can see that our method, which we call FCA based, outperforms C4.5 and IB1 and gains almost identical results to ID3 and MLP on the training sets of all datasets. On the testing sets this is also the case with the exception of tic-tac-toe, spect, and the monks-problems, on which MLP outperforms all other methods.

5. Conclusion and topics of future research

We presented a novel method of decision tree induction based on formal concept analysis. In this method, the decision tree is constructed using a selection of nodes and edges from a modified line diagram of a concept lattice associated to input data. A heuristic based on a global information provided by the concept lattice, namely, the numbers of particularly defined lower formal concepts, is used to select splitting attributes. An experimental evaluation suggests good performance. Our method outperformed the instance-based method IB1 and is comparable to entropy-based methods ID3 and C4.5 and neural network method MLP.

Future research should focus on the following topics:

- The main novelty in our approach consists in using global information regarding natural clusters in input data that are represented by the concept lattice extracted from the data. Further research, both experimental and theoretical is necessary to better utilise this global information with respect to the design of good decision trees.
- Explore the possibility to compute a smaller number of formal concepts from which the nodes of a decision tree are constructed.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training %</th>
<th>Testing %</th>
<th>FCA based</th>
<th>ID3</th>
<th>C4.5</th>
<th>IB1</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>breast-cancer</td>
<td>88.631</td>
<td>88.630</td>
<td>86.328</td>
<td>84.887</td>
<td>88.550</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kr-vs-kp</td>
<td>79.560</td>
<td>75.945</td>
<td>79.181</td>
<td>71.901</td>
<td>79.939</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mushroom</td>
<td>84.395</td>
<td>84.674</td>
<td>82.124</td>
<td>79.132</td>
<td>84.426</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>74.656</td>
<td>74.503</td>
<td>72.780</td>
<td>68.886</td>
<td>74.880</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>96.268</td>
<td>97.517</td>
<td>97.163</td>
<td>96.556</td>
<td>97.234</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>96.284</td>
<td>96.602</td>
<td>96.671</td>
<td>95.214</td>
<td>95.992</td>
<td></td>
<td></td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>98.991</td>
<td>100.000</td>
<td>95.165</td>
<td>100.000</td>
<td>100.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>vote</td>
<td>85.197</td>
<td>80.519</td>
<td>78.539</td>
<td>83.262</td>
<td>97.827</td>
<td></td>
<td></td>
</tr>
<tr>
<td>zoo</td>
<td>98.019</td>
<td>98.019</td>
<td>96.039</td>
<td>97.799</td>
<td>97.678</td>
<td></td>
<td></td>
</tr>
<tr>
<td>spect</td>
<td>96.036</td>
<td>95.036</td>
<td>92.690</td>
<td>94.463</td>
<td>95.536</td>
<td></td>
<td></td>
</tr>
<tr>
<td>monks-problems-1</td>
<td>100.000</td>
<td>100.000</td>
<td>96.532</td>
<td>100.000</td>
<td>99.193</td>
<td></td>
<td></td>
</tr>
<tr>
<td>monks-problems-2</td>
<td>85.648</td>
<td>79.259</td>
<td>76.828</td>
<td>74.722</td>
<td>95.833</td>
<td></td>
<td></td>
</tr>
<tr>
<td>monks-problems-3</td>
<td>100.000</td>
<td>100.000</td>
<td>98.360</td>
<td>100.000</td>
<td>99.016</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>90.694</td>
<td>91.041</td>
<td>92.870</td>
<td>78.634</td>
<td>92.870</td>
<td></td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>95.608</td>
<td>95.838</td>
<td>92.880</td>
<td>94.364</td>
<td>95.314</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>81.729</td>
<td>79.703</td>
<td>79.805</td>
<td>78.569</td>
<td>88.345</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Best performance is in bold.
– Explore the problems of overfitting in data and incomplete data, i.e. data having missing values for some attributes in some records. These problems were not considered in this paper.
– Explore the possibility of incremental update of the induced decision trees via incremental methods of constructing concept lattices.
– Explore computational efficiency of our method. Namely, the use of the global information used for selecting the splitting attributes requires to compute a possibly large number of formal concepts.
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Abstract. The paper presents an utilization of formal concept analysis in input data preprocessing for machine learning. Two preprocessing methods are presented. The first one consists in extending the set of attributes describing objects in input data table by new attributes and the second one consists in replacing the attributes by new attributes. In both methods the new attributes are defined by certain formal concepts computed from input data table. Selected formal concepts are so-called factor concepts obtained by boolean factor analysis, recently described by FCA. The ML method used to demonstrate the ideas is decision tree induction. The experimental evaluation and comparison of performance of decision trees induced from original and preprocessed input data is performed with standard decision tree induction algorithms ID3 and C4.5 on several benchmark datasets.

1 Introduction

Formal concept analysis (FCA) is oftentimes proposed to be used as a method for data preprocessing before the data is processed by another data mining or machine learning method [15, 8]. The results produced by these methods indeed depend on the structure of input data. In case of relational data described by objects and their attributes (object-attribute data) the structure of data is defined by the attributes and, more particularly, by dependencies between attributes. Data preprocessing in general then usually consists in transformation of the set of attributes to another set of attributes in order to enable the particular data mining or machine learning method to achieve better results [13, 14].

The paper presents a data preprocessing method utilizing formal concept analysis in a way that certain formal concepts are used to create new attributes describing the original objects. Selected formal concepts are so-called factor concepts obtained by boolean factor analysis, recently described by means of FCA in [1]. First, attributes defined by the concepts are added to the original set of attributes, extending the dimensionality of data. New attributes are supposed to aid the data mining or machine learning method. Second, the original attributes are replaced by the new attributes which usually means the reduction
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of dimensionality of data since the number of factor concepts is usually smaller than the number of original attributes. Here, a main question arises, whether the reduced number of new attributes can better describe the input objects for the subsequent data mining or machine learning method to produce better results.

There have been several attempts to transform the attribute space in order to improve the results of data mining and machine learning methods. From the variety of these methods we focus on decision tree induction. The most relevant to our paper is are methods known as constructive induction or feature construction [7], where new compound attributes are constructed from original attributes as conjunctions and/or disjunctions of the attributes [11] or arithmetic operations [12] or the new attributes are expressed in m-of-n form [9]. An oblique decision tree [10] is also connected to our approach in a sense that multiple attributes are used in the splitting condition (see section 3.1) instead of single attribute at a time. Typically linear combinations of attributes are looked for, e.g. [2]. Learning the condition is, however, computationally challenging.

Interestingly, we have not found any paper solely on this subject utilizing formal concept analysis. There have been several FCA-based approaches on construction of a whole learning model, commonly called lattice-based or concept-based machine learning approaches, e.g. [6], see [3] for a survey and comparison, but the usage of FCA to transform the attributes and create new attributes to aid another machine learning method is discussed very marginally or not at all. The present paper is thus a move to fill the gap.

The remainder of the paper is organized as follows. The next section contains preliminaries from FCA and introduction to boolean factor analysis, including the necessary tranformations between attribute and factor spaces. The main part of the paper is section 3 demonstrating the above sketched ideas on selected machine learning method – decision tree induction. An experimental evaluation on selected data mining and machine learning benchmark datasets is provided in section 4. Finally, section 5 draws the conclusion.

2 Preliminaries

2.1 Formal Concept Analysis

In this section we summarize basic notions of FCA. For further information we refer to [4]. An object-attribute data table is identified with a triplet \( \langle X, Y, I \rangle \) where \( X \) is a non-empty set of objects, \( Y \) is a non-empty set of attributes, and \( I \subseteq X \times Y \) is an object-attribute relation. Objects and attributes correspond to table rows and columns, respectively, and \( \langle x, y \rangle \in I \) indicates that object \( x \) has attribute \( y \) (table entry corresponding to row \( x \) and column \( y \) contains \( \times \) or 1; otherwise it contains blank symbol or 0). In terms of FCA, \( \langle X, Y, I \rangle \) is called a formal context. For every \( A \subseteq X \) and \( B \subseteq Y \) denote by \( A^\uparrow \) a subset of \( Y \) and by \( B^\downarrow \) a subset of \( X \) defined as
\[
A^\uparrow = \{ y \in Y \mid \text{for each } x \in A : \langle x, y \rangle \in I \},
\]
\[
B^\downarrow = \{ x \in X \mid \text{for each } y \in B : \langle x, y \rangle \in I \}.
\]
That is, $A^\uparrow$ is the set of all attributes from $Y$ shared by all objects from $A$ (and similarly for $B^\downarrow$). A formal concept in $\langle X, Y, I \rangle$ is a pair $\langle A, B \rangle$ of $A \subseteq X$ and $B \subseteq Y$ satisfying $A^\uparrow = B$ and $B^\downarrow = A$. That is, a formal concept consists of a set $A$ (so-called extent) of objects which are covered by the concept and a set $B$ (so-called intent) of attributes which are covered by the concept such that $A$ is the set of all objects sharing all attributes from $B$ and, conversely, $B$ is the collection of all attributes from $Y$ shared by all objects from $A$. Formal concepts represent clusters hidden in object-attribute data.

A set $B(X, Y, I) = \{ \langle A, B \rangle \mid A^\uparrow = B, B^\downarrow = A \}$ of all formal concepts in $\langle X, Y, I \rangle$ can be equipped with a partial order $\leq$. The partial order models a subconcept-superconcept hierarchy, e.g. $\text{dog} \leq \text{mammal}$, and is defined by

$$\langle A_1, B_1 \rangle \leq \langle A_2, B_2 \rangle \text{ iff } A_1 \subseteq A_2 \text{ (iff } B_2 \subseteq B_1).$$

$B(X, Y, I)$ equipped with $\leq$ happens to be a complete lattice, called the concept lattice of $\langle X, Y, I \rangle$. The basic structure of concept lattices is described by the so-called basic theorem of concept lattices, see [4].

### 2.2 Boolean Factor Analysis

Boolean factor analysis is a matrix decomposition method which provides a representation of an object-attribute data matrix by a product of two different matrices, one describing objects by new attributes or factors, and the other describing factors by the original attributes [5]. Stated as the problem, the aim is to decompose an $n \times m$ binary matrix $I$ into a boolean product $A \circ B$ of an $n \times k$ binary matrix $A$ and a $k \times m$ binary matrix $B$ with $k$ as small as possible. Thus, instead of $m$ original attributes, one aims to find $k$ new attributes, called factors.

Recall that a binary (or boolean) matrix is a matrix whose entries are 0 or 1. A boolean matrix product $A \circ B$ of binary matrices $A$ and $B$ is defined by

$$(A \circ B)_{ij} = \bigvee_{l=1}^{k} A_{il} \cdot B_{lj},$$

where $\bigvee$ denotes maximum and $\cdot$ is the usual product. The interpretations of matrices $A$ and $B$ is: $A_{il} = 1$ means that factor $l$ applies to object $i$ and $B_{lj} = 1$ means that attribute $j$ is one of the manifestations of factor $l$. Then $A \circ B$ says: “object $i$ has attribute $j$ if and only if there is a factor $l$ such that $l$ applies to $i$ and $j$ is one of the manifestations of $l$”. As an example,

$$\begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
\circ
\begin{pmatrix}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{pmatrix}.$$

The (solution to the) problem of decomposition binary matrices was recently described by means of formal concept analysis [1]. The description lies in an observation that matrices $A$ and $B$ can be constructed from a set $F$ of formal concepts of $I$. In particular, if $B(X, Y, I)$ is the concept lattice associated to $I$,
with \( X = \{1, \ldots, n\} \) and \( Y = \{1, \ldots, m\} \), and
\[
\mathcal{F} = \{(A_1, B_1), \ldots, (A_k, B_k)\} \subseteq B(X, Y, I),
\]
then for the \( n \times k \) and \( k \times m \) matrices \( A_F \) and \( B_F \) defined in such a way that the \( l \)-th column \((A_F)_j\) of \( A_F \) consists of the characteristic vector of \( A_l \) and the \( l \)-th row \((B_F)_l\) of \( B_F \) consists of the characteristic vector of \( B_l \) the following universality theorem holds:

**Theorem 1.** For every \( I \) there is \( \mathcal{F} \subseteq B(X, Y, I) \) such that \( I = A_F \circ B_F \).

Moreover, decompositions using formal concepts as factors are optimal in that they yield the least number of factors possible:

**Theorem 2.** Let \( I = A \circ B \) for \( n \times k \) and \( k \times m \) binary matrices \( A \) and \( B \). Then there exists a set \( \mathcal{F} \subseteq B(X, Y, I) \) of formal concepts of \( I \) with
\[
|\mathcal{F}| \leq k
\]
such that for the \( n \times |\mathcal{F}| \) and \( |\mathcal{F}| \times m \) binary matrices \( A_F \) and \( B_F \) we have
\[
I = A_F \circ B_F.
\]

Formal concepts \( \mathcal{F} \) in the above theorems are called factor concepts. Each factor concept determines a factor. For the constructive proof of the last theorem, examples and further results, we refer to [1].

### 2.3 Transformations between attribute and factor spaces

For every object \( i \) we can consider its representations in the \( m \)-dimensional Boolean space \( \{0, 1\}^m \) of original attributes and in the \( k \)-dimensional Boolean space \( \{0, 1\}^k \) of factors. In the space of attributes, the vector representing object \( i \) is the \( i \)-th row of the input data matrix \( I \), and in the space of factors, the vector representing \( i \) is the \( i \)-th row of the matrix \( A \).

Natural transformations between the space of attributes and the space of factors is described by the mappings \( g : \{0, 1\}^m \to \{0, 1\}^k \) and \( h : \{0, 1\}^k \to \{0, 1\}^m \) defined for \( P \in \{0, 1\}^m \) and \( Q \in \{0, 1\}^k \) by
\[
(g(P))_i = \bigwedge_{j=1}^m (B_{ij} \to P_j),
\]
\[
(h(Q))_j = \bigvee_{i=1}^k (Q_i \cdot B_{ij}),
\]
for \( 1 \leq l \leq k \) and \( 1 \leq j \leq m \). Here, \( \to \) denotes the truth function of classical implication \( (1 \to 0 = 0, \text{otherwise } 1) \), \( \cdot \) denotes the usual product, and \( \bigwedge \) and \( \bigvee \) denote minimum and maximum, respectively. (1) says that the \( l \)-th component of \( g(P) \in \{0, 1\}^k \) is 1 if and only if for every attribute \( j \), \( P_j = 1 \) for all positions \( j \) for which \( B_{lj} = 1 \), i.e. the \( l \)-th row of \( B \) is included in \( P \). (2) says that the \( j \)-th component of \( h(Q) \in \{0, 1\}^m \) is 1 if and only if there is factor \( l \) such that \( Q_l = 1 \) and \( B_{lj} = 1 \), i.e. attribute \( j \) is a manifestation of at least one factor from \( Q \).

For results showing properties and describing the geometry behind the mappings \( g \) and \( h \), see [1].
3 Boolean Factor Analysis and Decision Trees

The machine learning method which we use in this paper to demonstrate the ideas presented in section 1 is decision tree induction.

3.1 Decision Trees

Decision trees represent the most commonly used method in data mining and machine learning [13,14]. A decision tree can be considered as a tree representation of a function over attributes which takes a finite number of values called class labels. The function is partially defined by a set of vectors (objects) of attribute values and the assigned class label, usually depicted by a table. An example function is depicted in Fig. 1. The goal is to construct a tree that approximates the function with a desired accuracy. This is called a decision tree induction. An induced decision tree is typically used for classification of objects into classes, based on the objects’ attribute values. A good decision tree is supposed to classify well both objects described by the input data table as well as “unseen” objects.

Each non-leaf tree node of a decision tree is labeled by an attribute, called a splitting attribute for this node. Such a node represents a test, according to which objects covered by the node are split into \( v \) subcollections which correspond to \( v \) possible outcomes of the test. In the basic setting, the outcomes are represented by values of the splitting attribute. Leaf nodes of the tree represent collections of objects all of which, or the majority of which, have the same class label. An example of a decision tree is depicted in Fig. 4.

Many algorithms for the construction of decision trees were proposed in the literature, see e.g. [14]. A strategy commonly used consists of constructing a decision tree recursively in a top-down fashion, from the root node to the leaves, by successively splitting existing nodes into child nodes based on the splitting attribute. A critical point in this strategy is the selection of splitting attributes in nodes, for which many approaches were proposed. These include the well-known approaches based on entropy measures, Gini index, classification error, or other measures defined in terms of class distribution of the objects before and after splitting, see [14] for overviews.

Remark 1. In machine learning, and in decision trees at particular, the input data attributes are very often categorical attributes. To utilize FCA with the input data, we need to transform the categorical attributes to binary attributes because, in its basic setting, FCA works with binary attributes. A transformation of input data which consists in replacing non-binary attributes into binary ones is called conceptual scaling in FCA [4]. Note that we need not transform the class attribute, i.e. the attribute determining to which class the object belongs, because we transform the input attributes only in our data preprocessing method.

Throughout this paper, we use input data from Fig. 1 (top) to illustrate the data preprocessing. The data table contains sample animals described by
attributes body temperature, gives birth, fourlegged, hibernates, and mammal, with the last attribute being the class. After an obvious transformation (nominal scaling) of the input attributes, we obtain the data depicted in Fig. 1 (bottom). Boolean factor analysis which we use in our method is applied on data which we obtain after such transformation. For illustration, the decision tree induced from the data is depicted in Fig. 4 (left).

<table>
<thead>
<tr>
<th>Name</th>
<th>body temp.</th>
<th>gives birth</th>
<th>fourlegged</th>
<th>hibernates</th>
<th>mammal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>warm</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>bat</td>
<td>warm</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>cold</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>eagle</td>
<td>warm</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>guppy</td>
<td>cold</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>bt cold</th>
<th>bt warm</th>
<th>gb no</th>
<th>gb yes</th>
<th>fl no</th>
<th>fl yes</th>
<th>hb no</th>
<th>hb yes</th>
<th>mammal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>yes</td>
</tr>
<tr>
<td>bat</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>no</td>
</tr>
<tr>
<td>eagle</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>no</td>
</tr>
<tr>
<td>guppy</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>no</td>
</tr>
</tbody>
</table>

Fig. 1. Input data table (top) and corresponding data table for FCA (bottom)

3.2 Extending the collection of attributes

The first approach proposed in our data preprocessing method is the extension of the collection of attributes by new attributes which are created using boolean factor analysis. In particular, the new attributes are represented by factors obtained from the decomposition of input data table.

Let $I \subseteq X \times Y$ be input data table describing objects $X = \{x_1, \ldots, x_n\}$ by binary attributes $Y = \{y_1, \ldots, y_m\}$. Considering $I$ as a $n \times m$ binary matrix, we find a decomposition $I = A \circ B$ of $I$ into the $n \times k$ matrix $A$ describing objects by factors $F = \{f_1, \ldots, f_k\}$ and $k \times m$ matrix $B$ explaining factors $F$ by attributes. The decomposition of example data table in Fig. 1 is depicted in Fig. 2. The new collection of attributes $Y'$ is then defined to be $Y' = Y \cup F$ and the extended data table $I' \subseteq X \times Y'$ is defined by $I' \cap (X \times Y) = I$ and $I' \cap (X \times F) = A$. Hence the new collection of attributes is the union of original attributes and factors and the extended data table is the apposition of original data table and the table representing the matrix describing objects by factors. Fig. 3 depicts the extended data table.

The key part is the decomposition of the original data table. In the decomposition of binary matrices the aim is to find the decomposition with the number of factors as small as possible. However, since the factors, as new attributes, are used in the process of decision tree induction in our application, we are looking...
also for the factors which have a good “decision ability”, i.e. that the factors are good candidates to be splitting attributes. To compute the decomposition we can use the algorithms presented in [1], with modified criterion of optimality of computed factors. In short, the algorithms apply a greedy heuristic approach to search in the space of all formal concepts for the factor concepts which cover the largest area of still uncovered 1s in the input data table. The criterion function of optimality of a factor is thus the “cover ability” of the corresponding factor concept, in particular the number of uncovered 1s in the input data table which are covered by the concept, see [1]. The function value is, for the purposes of this paper, translated to the interval \([0, 1]\) (with the value of 1 meaning the most optimal) by dividing the value by the total number of still uncovered 1s in the data table.

The new criterion function \(c: 2^{X \times Y} \rightarrow [0, 1]\) of optimality of factor concept \(\langle A, B \rangle\) is:

\[
c(\langle A, B \rangle) = w \cdot c_A(\langle A, B \rangle) + (1 - w) \cdot c_B(\langle A, B \rangle),
\]

where \(c_A(\langle A, B \rangle) \in [0, 1]\) is the original criterion function of the “cover ability” of factor concept \(\langle A, B \rangle\), \(c_B(\langle A, B \rangle) \in [0, 1]\) is a criterion function of the “decision ability” of factor concept \(\langle A, B \rangle\) and \(w\) is a weight of preference among the functions \(c_A\) and \(c_B\). Let us focus on the function \(c_B\). The function measures the goodness of the factor, defined by the factor concept, as splitting attribute. As was mentioned in section 3.1, in decision trees, a common approaches to selection of splitting attribute are based on entropy measures. In these approaches, an attribute is the better splitting attribute the lower is the weighted sum of entropies of subcollections of objects after splitting the objects based on the
attribute. We thus design the function $c_B$ to be such a measure:

$$c_B(⟨A, B⟩) = 1 - \frac{|A|}{|X|} \cdot \frac{E(\text{class}|A)}{|X|} + \frac{|X \setminus A|}{|X|} \cdot \frac{E(\text{class}|X \setminus A)}{|X|}$$

(4)

where $V(\text{class}|A)$ is the set of class labels assigned to objects $A$ and $E(\text{class}|A)$ is the entropy of objects $A$ based on the class defined as usual by:

$$E(\text{class}|A) = - \sum_{l \in V(\text{class}|A)} p(l|A) \cdot \log_2 p(l|A),$$

(5)

where $p(l|A)$ is the fraction of objects $A$ with assigned class label $l$. The value of $-\log_2 \frac{1}{|V(\text{class}|A)|}$ in (4) is the maximal possible value of entropy of objects $A$ in the case the class labels $V(\text{class}|A)$ are assigned to objects $A$ evenly and the purpose of it is to normalize the value of $c_B$ to the interval $[0, 1]$. Note that we put $\frac{0}{0} = 0$ in calculations in (4).

Now, having the extended data table $I' \subseteq X \times (Y \cup F)$ containing new attributes $F$, the decision tree is induced from the extended data table instead of the original data table $I$. The class labels assigned to objects remain unchanged, see Fig. 3. For illustration, the decision tree induced from data table in Fig. 3 is depicted in Fig. 4 (right). We can see that the data can be decided by a single attribute, namely, factor $f_3$ the manifestations of which are original attributes $bt$ warm and $gb$ yes. Factor $f_3$, as the combination of the two attributes, is a better splitting attribute in decision tree induction than the two attributes alone.

![Fig. 4. The decision trees induced from original data table in Tab. 1 (left) and from extended data table in Tab. 3 (right)](image)

The resulted decision tree is used as follows. When classifying an object $x$ described by original attributes $Y$ as a vector $P_x \in \{0, 1\}^m$ in the (original) attribute space, we first need to compute the description of the object by new attributes/factors $F$ as a vector $g(P_x) \in \{0, 1\}^k$ in the factor space. This is accomplished by (1) using the matrix $B$ explaining factors in terms of original attributes. The object described by concatenation of $P_x$ and $g(P_x)$ is then classified by the decision tree in a usual way.

For instance, an object described by original attributes $Y$ as vector $(10011010)_Y$ is described by factors $F$ as vector $(010000)_F$. The object described by concate-
nation of these two vectors is classified by class label \( no \) by the decision tree in Fig. 4 (right).

### 3.3 Reducing the collection of attributes

The second approach consists in the replacement of original attributes by factors, i.e. discarding the original data table. Hence the new collection of attributes \( Y' \) is defined to be \( Y' = F \) and the new data table \( I' \subseteq X \times Y' \) is put to \( I' = A \), where \( A \) is the \( n \times k \) binary matrix describing objects by factor resulting from the decomposition \( I = A \circ B \) of input data table \( I \). Hence the new reduced data table for example data in Fig. 1 is a table depicted in Fig. 3 restricted to attributes \( f_1, \ldots, f_6 \).

Since the number of factors is usually smaller than the number of attributes, see [1], this transformation usually leads to the reduction of dimensionality of data. However, the transformation of objects from attribute space to the factor space is not an injective mapping. In particular, the mapping \( g \) from attribute vectors to factor vectors maps large convex sets of objects to the same points in the factor space, see [1] for details. Namely, for two distinct objects \( x_1, x_2 \in X \) with different attributes, i.e. described by different vectors in the space of attributes, \( P_{x_1} \neq P_{x_2} \), which have different class labels assigned, \( \text{class}(x_1) \neq \text{class}(x_2) \), the representation of both \( x_1, x_2 \) by vectors in the factor space is the same, \( g(P_{x_1}) = g(P_{x_2}) \).

Consider the relation \( \ker(g) \) (the kernel relation of \( g \)) describing such a situation. The class \( [x]_{\ker(g)} \in X/\ker(g) \) for an object \( x \in X \) contains objects represented in (original) attribute space which are mapped to the same object \( x \) represented in factor space. The class label assigned to each object \( x \in X \) in the new data table \( I' \) is the majority class label for the class \( [x]_{\ker(g)} \in X/\ker(g) \) defined as follows: a class label \( l \) is a majority class label for \( [x]_{\ker(g)} \) if \( l \) is assigned to the most of objects from \( [x]_{\ker(g)} \), i.e. if \( l = \text{class}(x_1) \) for \( x_1 \in [x]_{\ker(g)} \) such that for each \( x' \in [x]_{\ker(g)} \) it holds:

\[
|\{x_2 \in [x]_{\ker(g)} \mid \text{class}(x_2) = l\}| \geq |\{x_2 \in [x]_{\ker(g)} \mid \text{class}(x_2) = \text{class}(x')\}|
\]

Finally, the decision tree is induced from the transformed data table \( I' \subseteq X \times F \), where class labels assigned to each object \( x \in X \) is the majority class label for the class \( [x]_{\ker(g)} \in X/\ker(g) \). Similarly as in the first approach in section 3.2, when classifying an object \( x \) described by original attributes \( Y \) as a vector \( P_x \in \{0, 1\}^m \) in the (original) attribute space, we first compute the description of the object by factors \( F \) as a vector \( g(P_x) \in \{0, 1\}^k \) in the factor space. The object described by \( g(P_x) \) is classified by the decision tree. In our example, the decision tree induced from reduced data table (the table in Fig. 3 restricted to attributes \( f_1, \ldots, f_6 \)) is the same as the tree induced from the extended data table, i.e. the tree depicted in Fig. 4 (right).
4 Experimental Evaluation

We performed series of experiments to evaluate our data preprocessing method. The experiments consist in comparing the performance of created machine learning models (e.g. decision trees) induced from original and preprocessed input data. In the comparison we used reference decision tree algorithms ID3 and C4.5 [13] (entropy and information gain based) and also an instance based learning method (IB1). The algorithms were borrowed and run from Weka 1, a software package that contains implementations of machine learning and data mining algorithms in Java. Default Weka’s parameters were used for the algorithms.

Table 1. Characteristics of datasets used in experiments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of attributes (binary)</th>
<th>No. of objects</th>
<th>Class distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>breast-cancer</td>
<td>9(51)</td>
<td>277</td>
<td>196/81</td>
</tr>
<tr>
<td>kr-vs-kp</td>
<td>36(74)</td>
<td>3196</td>
<td>1669/1527</td>
</tr>
<tr>
<td>mushroom</td>
<td>21(125)</td>
<td>5644</td>
<td>3488/2156</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>9(27)</td>
<td>958</td>
<td>626/332</td>
</tr>
<tr>
<td>vote</td>
<td>16(32)</td>
<td>232</td>
<td>124/108</td>
</tr>
<tr>
<td>zoo</td>
<td>15(30)</td>
<td>101</td>
<td>41/20/5/13/4/8/10</td>
</tr>
</tbody>
</table>

The experiments were done on selected public real-world datasets from UCI Machine Learning Repository. The selected datasets are from different areas (medicine, biology, zoology, politics, games). All the datasets contain only categorical attributes with one class label attribute and the datasets were cleared of objects containing missing values. Basic characteristics of the datasets are depicted in Tab. 1. The numbers of attributes are of original categorical attributes and, in brackets, of binary attributes after nominal scaling (see remark 1). The experiments were done using the 10-fold stratified cross-validation test. The following results are of averaging 10 execution runs on each dataset with randomly ordered records.

Due to the limited scope of the paper we show only the results of data preprocessing by reducing the original attributes to factors and the results for adding the factors to the collection of attributes are postponed to the full version of the paper. The results are depicted in Tab. 2. The tables show ratios of the average percentage rates of correct classifications for preprocessed data and original data, i.e. the values indicate the increase factor of correct classifications for preprocessed data. The values are for both training (upper number in the table cell) and testing (lower number) datasets for each algorithm and dataset being compared, plus the average over all datasets. In the case of top table the

1 Waikato Environment for Knowledge Analysis, available at http://www.cs.waikato.ac.nz/ml/weka/
criterion of optimality of generated factors (3) was set to the original criterion function of the “cover ability” of factor concept, i.e. the original criterion used in the algorithms from [1]. This corresponds to setting $w = 1$ in (3). In the case of bottom table the criterion of optimality of generated factors was changed to the function of the “decision ability” described in section 3.2, i.e. $w = 0$ in (3).

Table 2. Classification accuracy for datasets from Tab. 1, for $w = 1$ (top) and $w = 0$ (bottom table) in (3)

<table>
<thead>
<tr>
<th>training % testing %</th>
<th>breast-cancer</th>
<th>kr-vs-kp</th>
<th>mushroom</th>
<th>tic-tac-toe</th>
<th>vote</th>
<th>zoo</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID3</td>
<td>1.020</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.018</td>
</tr>
<tr>
<td></td>
<td>1.159</td>
<td>0.993</td>
<td>1.000</td>
<td>1.123</td>
<td>0.993</td>
<td>0.962</td>
<td>1.038</td>
</tr>
<tr>
<td>C4.5</td>
<td>1.031</td>
<td>0.998</td>
<td>1.000</td>
<td>1.028</td>
<td>0.998</td>
<td>1.006</td>
<td>1.010</td>
</tr>
<tr>
<td></td>
<td>0.989</td>
<td>0.994</td>
<td>1.000</td>
<td>1.092</td>
<td>0.994</td>
<td>0.940</td>
<td>1.002</td>
</tr>
<tr>
<td>IB1</td>
<td>1.020</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.020</td>
<td>1.007</td>
</tr>
<tr>
<td></td>
<td>0.970</td>
<td>1.017</td>
<td>1.000</td>
<td>1.000</td>
<td>1.005</td>
<td>0.965</td>
<td>0.993</td>
</tr>
</tbody>
</table>

We can see that while not inducing worse learning model at average on training datasets the methods have better performance at average on testing dataset for input data preprocessed by our methods (with the exception of dataset zoo which has more than two values of class attribute). For instance, ID3 method has better performance by 3.8\% (5.4\% without zoo) for criterion of optimality of generated factors being the original criterion function of the “cover ability” of factor concept, while for criterion of optimality of generated factors being the function of the “decision ability” the performance is better by 5.1\% (6.5\% without zoo). The results for adding the factors to the collection of attributes are very similar, with ±1\% difference to the results for reducing the original attributes to factors, with the exception of dataset zoo, where the difference was +4\%.
5 Conclusion

We presented two methods of preprocessing input data to machine learning based on formal concept analysis (FCA). In the first method, the collection of attributes describing objects is extended by new attributes while in the second method, the original attributes are replaced by the new attributes. Both methods utilize boolean factor analysis, recently described by FCA, in that the new attributes are defined as factors computed from input data. The number of factors is usually smaller than the number of original attributes. The methods were demonstrated on the induction of decision trees and an experimental evaluation indicates usefulness of such preprocessing of data: the decision trees induced from preprocessed data outperformed decision trees induced from original data for two entropy-based methods ID3 and C4.5.
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I. INTRODUCTION

Input data is often subject to some sort of data preprocessing before the data is processed by a data mining or machine learning method. In common case of relational data described by objects and their attributes (object-attribute data) data preprocessing usually consists in transformation of the set of attributes to another set of attributes in order to enable the particular data mining or machine learning method to achieve better results [13], [14].

The paper presents a data preprocessing method utilizing boolean factor analysis (BFA), recently described by means of formal concept analysis (FCA) [1]. The utilization consists in creating new attributes describing the original objects. The new attributes are defined in terms of so-called factor concepts obtained by BFA using FCA. We show two methods. First, new attributes are added to the original set of attributes, extending the dimensionality of data. New attributes are supposed to aid the data mining or machine learning method. Second, the original attributes are replaced by the new attributes which usually means the reduction of dimensionality of data. Here, a main question arises, whether the reduced number of new attributes can better describe the input objects for the subsequent data mining or machine learning method to produce better results.

There have been several attempts to transform the attribute space in order to improve the results of data mining and machine learning methods. We focus on decision tree induction. The most relevant to our paper is a method known as constructive induction [7], where new compound attributes are constructed from original attributes as conjunctions and/or disjunctions of the attributes [12] or the new attributes are expressed in $m$-of-$n$ form [8]. An oblique decision tree [10] is also connected to our approach in a sense that multiple attributes are used in the splitting condition (see section III-A) instead of single attribute at a time, see e.g. [2]. Learning the condition is, however, computationally challenging.

II. PRELIMINARIES

A. Formal Concept Analysis

Formal concept analysis (FCA) is a method for analysis of object-attribute data [3], [4]. Such data is usually described by a table with rows and columns representing objects and attributes, respectively, and with table entries containing attribute values which the objects have. See Fig. 1 (bottom) for an example of such a table. In the basic setting, FCA deals with binary attributes, i.e., every attribute applies or does not apply to a particular object. Many-valued attributes, such as nominal and ordinal attributes, are transformed to binary ones using so-called conceptual scaling. One of the outputs of FCA is a concept lattice, a partially ordered collection of particular clusters called formal concepts. Due to lack of space we refer for formal description and further information on FCA to [3], [4].

B. Boolean Factor Analysis

The aim of boolean factor analysis (BFA) is to decompose an $n \times m$ binary matrix $A$ into a boolean product $A \circ B$ of an $n \times k$ binary matrix $A$ and a $k \times m$ binary matrix $B$ with $k$ as small as possible. Thus, instead of $m$ original attributes, one aims to find $k$ new attributes, called factors.

Recall that a binary (or boolean) matrix is a matrix whose entries are 0 or 1. A boolean matrix product $A \circ B$ of binary matrices $A$ and $B$ is defined by

$$ (A \circ B)_{ij} = \bigvee_{l=1}^{k} A_{il} \cdot B_{lj}, $$

where $\bigvee$ denotes maximum and $\cdot$ is the usual product. The interpretation of matrices $A$ and $B$ is: $A_{il} = 1$ means that factor $l$ applies to object $i$ and $B_{lj} = 1$ means that attribute $j$ is one of the manifestations of factor $l$. Then $A \circ B$ says: “object $i$ has attribute $j$ if and only if there is a factor $l$ such that $l$ applies to $i$ and $j$ is one of the manifestations of $l$.”
The (solution to the) problem of decomposing binary matrices was recently described by means of formal concept analysis [1]. The description lies in an observation that matrices $A$ and $B$ can be constructed from a set $F$ of formal concepts of $I$. In particular, if $B(X,Y,I)$ is the concept lattice of $I$, with $X = \{1, \ldots, n\}$ and $Y = \{1, \ldots, m\}$, and
\[
F = \{\langle A_1, B_1 \rangle, \ldots, \langle A_k, B_k \rangle \} \subseteq B(X,Y,I),
\]
then for the $n \times k$ and $k \times m$ matrices $A_F$ and $B_F$ defined in such a way that the $l$-th column $(A_F)_j$ of $A_F$ consists of the characteristic vector of $A_l$ and the $l$-th row $(B_F)_l$ of $B_F$ consists of the characteristic vector of $B_l$, the following universality theorem holds:

**Theorem 1:** For every $I$ there is $F \subseteq B(X,Y,I)$ such that $I = A_F \circ B_F$.

Moreover, decompositions using formal concepts as factors are optimal in that they yield the least number of factors possible:

**Theorem 2:** Let $I = A \circ B$ for $n \times k$ and $k \times m$ binary matrices $A$ and $B$. Then there exists a set $F \subseteq B(X,Y,I)$ of formal concepts of $I$ with $|F| \leq k$ such that for the $n \times |F|$ and $|F| \times m$ binary matrices $A_F$ and $B_F$ we have $I = A_F \circ B_F$.

Formal concepts $F$ are called factor concepts. Each factor concept determines a factor. For the constructive proof of the last theorem, examples and further results, we refer to [1].

C. **Transformations between attribute and factor spaces**

For every object $i$ we can consider its representations in the $m$-dimensional Boolean space $\{0,1\}^m$ of original attributes and in the $k$-dimensional Boolean space $\{0,1\}^k$ of factors.

Natural transformations between the space of attributes and the space of factors is described by the mappings $g : \{0,1\}^m \to \{0,1\}^k$ and $h : \{0,1\}^k \to \{0,1\}^m$ defined by
\[
(g(P))_j = \bigwedge_{i=1}^m (B_{ij} \rightarrow P_j), \quad (h(Q))_j = \bigvee_{i=1}^k (Q_i \cdot B_{ij}),
\]
for $1 \leq l \leq k$ and $1 \leq j \leq m$. Here, $\rightarrow$ denotes the truth function of classical implication ($1 \rightarrow 0 = 0$, otherwise 1), $\cdot$ denotes the usual product, and $\bigwedge$ and $\bigvee$ denote minimum and maximum, respectively. (1, left) says that the $l$-th component of $g(P) \in \{0,1\}^k$ is 1 if and only if the $l$-th row of $P$ is included in $P$. (1, right) says that the $j$-th component of $h(Q) \in \{0,1\}^m$ is 1 if and only if attribute $j$ is a manifestation of at least one factor from $Q$.

For results showing properties and describing the geometry behind the mappings $g$ and $h$, see [1].

### III. **Boolean Factor Analysis and Decision Trees**

The decision tree is depicted in Fig. 4.

#### A. Decision Trees

Decision trees represent the most commonly used method in data mining and machine learning [13], [14]. A decision tree can be considered as a tree representation of a function over attributes which takes a finite number of values called class labels. The function is partially defined by a set of vectors (objects) of attribute values and the assigned class label, usually depicted by a table. An example function is depicted in Fig. 1. The goal is to construct a tree that approximates the function with a desired accuracy. An induced decision tree is typically used for classification of objects into classes. A good decision tree is supposed to classify well both objects described by the input data table as well as “unseen” objects.

Each non-leaf node of a decision tree is labeled by an attribute, called a splitting attribute for this node. Such a node represents a test, according to which objects covered by the node are split into $v$ sub-collections which correspond to $v$ possible outcomes of the test. In the basic setting, the outcomes are represented by values of the splitting attribute. Leaf nodes of the tree represent collections of objects all of which, or the majority of which, have the same class label. An example of a decision tree is depicted in Fig. 4.

Many algorithms for the construction of decision trees were proposed in the literature, see e.g. [14]. A strategy commonly used consists of constructing a tree recursively from the root node to the leaves, by successively splitting existing nodes into child nodes based on the splitting attribute. The many well-known approaches proposed for the selection of splitting attributes are based on entropy measures, Gini index, classification error, or other measures defined in terms of class distribution of the objects before and after splitting, see [9], [14] for overviews.

**Remark 1:** In machine learning the input data attributes are very often categorical attributes. To utilize FCA with the input data, we need to transform the categorical attributes to binary attributes using conceptual scaling [4]. Note that we need not transform the class attribute because we manipulate the input attributes only in our data preprocessing methods.

Throughout this paper, we use input data from Fig. 1 (top) to illustrate the data preprocessing. The data table contains sample animals described by five attributes, with the last attribute being the class. After an obvious transformation (nominal scaling) we obtain the data depicted in Fig. 1 (bottom). Boolean factor analysis is applied on the transformed data. For illustration, the decision tree induced from the data is depicted in Fig. 4 (left).

<table>
<thead>
<tr>
<th>Name</th>
<th>body temp</th>
<th>gives birth</th>
<th>four-legged</th>
<th>hairless</th>
<th>mammmal</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>warm</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>bat</td>
<td>warm</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>salamander</td>
<td>cold</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>eagle</td>
<td>warm</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>guppy</td>
<td>cold</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

![Fig. 1. Input data table (top) and corresponding data table for FCA (bottom)](image-url)
\[
\begin{pmatrix}
0 & 1 & 0 & 1 & 1 & 0 & 0 & 0
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 & 1 & 1 & 0 & 0 & 1
0 & 0 & 1 & 0 & 1 & 0 & 1 & 0
1 & 0 & 1 & 0 & 0 & 1 & 0 & 1
0 & 1 & 1 & 0 & 1 & 0 & 1 & 0
1 & 0 & 0 & 1 & 1 & 0 & 1 & 0
\end{pmatrix}
\]

Fig. 2. Boolean matrix decomposition of input data in Fig. 1

<table>
<thead>
<tr>
<th>Name</th>
<th>up</th>
<th>out</th>
<th>yes</th>
<th>no</th>
<th>yes</th>
<th>no</th>
<th>yes</th>
<th>no</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>bat</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>salamander</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>eagle</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>guppy</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 3. Extended data table for input data in Fig. 1

B. Extending the collection of attributes

Our first proposed data preprocessing method is the extension of the collection of attributes by new attributes which are created using BFA.

Let \( I \subseteq X \times Y \) be input data table describing objects \( X = \{x_1, \ldots, x_n\} \) by binary attributes \( Y = \{y_1, \ldots, y_m\} \). Considering \( I \) as \( n \times m \) binary matrix, we find a decomposition \( I = A \circ B \) of \( I \) into the \( n \times k \) matrix \( A \) describing objects by factors \( F = \{f_1, \ldots, f_k\} \) and \( k \times m \) matrix \( B \) explaining factors \( F \) by attributes. The decomposition of example data table in Fig. 1 is depicted in Fig. 2. The new collection of attributes \( Y' \) is then defined to be \( Y' = Y \cup F \) and the extended data table \( I' \subseteq X \times Y' \) is defined by \( I' \cap (X \times Y) = I \) and \( I' \cap (X \times F) = A \). Fig. 3 depicts the extended data table.

Recall that in the decomposition of binary matrices the aim is to find the decomposition with the number of factors as small as possible. To compute the decomposition one can use the algorithms presented in [1]. In short, the algorithms apply a greedy heuristic approach to search in the space of all formal concepts for the factor concepts which cover the largest area of still uncovered 1s in the input data table. The criterion function of optimality of a factor is thus the “cover ability” of the corresponding factor concept, in particular the number of uncovered 1s which are covered by the concept, see [1]. The function value is translated to the interval \([0,1]\) (with the value of 1 meaning the most optimal). However, since the factors, as new attributes, are used in the process of decision tree induction in our application, we are looking also for the factors which have a good “decision ability”, i.e. that the factors are good candidates to be splitting attributes.

The new criterion function \( c : 2^{X \times Y} \rightarrow [0,1] \) of optimality of factor concept \( (A,B) \) is:

\[
c((A,B)) = w \cdot c_A((A,B)) + (1-w) \cdot c_B((A,B)),
\]

where \( c_A((A,B)) \in [0,1] \) is the original criterion function of the “cover ability”, \( c_B((A,B)) \in [0,1] \) is a criterion function of the “decision ability” and \( w \) is a weight of preference among the functions \( c_A \) and \( c_B \). Let us focus on the function \( c_B \), which measures the goodness of the factor, defined by the factor concept, as splitting attribute. In common approaches to selection of splitting attribute based on entropy measures, an attribute is the better splitting attribute the lower is the weighted sum of entropies of sub-collections of objects after splitting the objects based on the attribute. We thus design the function \( c_B \) to be such a measure:

\[
c_B((A,B)) = 1 - \left( \frac{|A| - \text{E}(\text{class}|A)}{|X|} \cdot \frac{|X \setminus A|}{|X|} - \log_2 \frac{|V(\text{class} | X \setminus A)|}{|V(\text{class} | X)|} \right),
\]

where \( V(\text{class} | X) \) is the set of class labels assigned to objects \( X \) and \( E(\text{class}|X) \) is the entropy of objects \( X \) based on the class defined as usual. Note that we put \( \frac{0}{0} = 0 \) in calculations in (3).

Now, the decision tree is induced from the extended data table \( I' \subseteq X \times (Y \cup F) \) instead of the original data table \( I \). The class labels assigned to objects remain unchanged, see Fig. 3. For illustration, the decision tree induced from data table in Fig. 3 is depicted in Fig. 4 (right). We can see that the data can be decided by a single attribute, namely, factor \( f_3 \) the manifestations of which are original attributes \( bt \) warm \( gb \) yes.

When classifying an object \( x \) described by original attributes \( Y \) as a vector \( P_x \in \{0,1\}^m \) in the (original) attribute space, we first compute the description of the object by new attributes/factors \( F \) as a vector \( g(P_x) \in \{0,1\}^k \) in the factor space by (1, left). The object described by concatenation of \( P_x \) and \( g(P_x) \) is then classified by the decision tree in a usual way.

C. Reducing the collection of attributes

The second of our two methods consists in the replacement of original attributes by factors. Hence the new collection of attributes \( Y' \) is defined to be \( Y' = F \) and the new data table \( I' \subseteq X \times Y' \) is put to \( I' = A \). The new reduced data table for example data in Fig. 1 is thus a table depicted in Fig. 3 restricted to attributes \( f_1, \ldots, f_6 \).

Since the number of factors is usually smaller than the number of attributes, see [1], the transformation of objects from attribute space to the factor space usually leads to the reduction of dimensionality of data. However, the transformation is not an injective mapping, see [1] for details. Namely, for two distinct objects \( x_1, x_2 \in X \) described by different vectors in the space of attributes and different class labels assigned, the representation of both \( x_1, x_2 \) by vectors in the factor space might be the same.

Consider the relation \( \ker(g) \) (the kernel relation of \( g \)) describing such a situation. We select the class label assigned
to each object \(x \in X\) in the new data table \(I'\) to be the majority class label for the class \([x]_{\ker(g)} \in X/\ker(g)\).

Finally, the decision tree is induced from the transformed data table \(I' \subseteq X \times F\). Similarly as in the first method from section III-B, when classifying an object \(x\), we first compute the description of the object by factors \(F\) as a vector \(g(P_x) \in \{0, 1\}^k\) in the factor space and the object described by \(g(P_x)\) is classified by the decision tree. In our example, the decision tree induced from reduced data table (the table in Fig. 3 restricted to attributes \(f_1, \ldots, f_6\)) is the same as the tree induced from the extended data table, i.e. the tree depicted in Fig. 4 (right).

IV. EXPERIMENTAL EVALUATION

The experiments consist in comparing the performance of created machine learning models (e.g. decision trees) induced from original and preprocessed input data. In the comparison we used reference decision tree algorithms ID3 and C4.5 [13] (entropy and information gain based) and also an instance based learning method (IB1). The algorithms were borrowed and run from Weka [15].

Selected public real-world datasets from UCI Machine Learning Repository [11] we used in the experiments. Basic characteristics of the datasets are depicted in Tab. I. The numbers of attributes are of original categorical attributes and, in brackets, of binary attributes after nominal scaling (see remark 1). The experiments were done using the 10-fold stratified cross-validation test. The following results are of averaging 10 execution runs of model learning on each dataset fold with randomly ordered records.

Due to the very limited scope of the paper we show only the results of data preprocessing by reducing the original attributes to factors. The results are depicted in Tab. II. The tables show ratios of the average percentage rates of correct classifications for preprocessed data and original data, i.e. the values indicate the increase factor of correct classifications for preprocessed data. In the case of table on the left the criterion of optimality of generated factors (2) was set to the original criterion function of the “cover ability” of factor concept, which corresponds to setting \(w = 1\) in (2). In the case of table on the right the criterion was changed to the function of the “decision ability” described in section III-B, i.e. \(w = 0\).

We can see that, for input data preprocessed by our methods, while not inducing worse learning model at average on training datasets the induction methods have better performance at average on testing datasets. For instance, ID3 method has better performance by 5.4% for criterion of optimality of generated factors being the original criterion function of the “cover ability” of factor concept, while for the criterion being the function of the “decision ability” the performance is better by 6.5%. We just note that the results for adding the factors to the collection of attributes are very similar, with ±1% difference only.
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